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Methods for 
Lexical Comparison

• Comparative Method

• Swadesh Method

• Black Box Method

• Alignment Method

• Sound Change Method
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Swadesh Method

• Necessary prerequisite
known cognacy in parallel wordlist

• Method
Reconstruct history from 
distribution of cognates



Swadesh Method

• Language distances
Swadesh (1952)

• Stochastic model with first tree
Sankoff (1969), Dobson (1969)

• Modern replacement model
Gray & Jordan (2000), (Gleason 1959)
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FIG. 2. Internal and external relationships of the Penan micro-phylum. 

FIG. 3. Internal relationships of the Mixtecan stock (adapted from Evangelina Arana Osnaya, 
Relaciones Internas del Tronco Mixteco, dissertation, Escuela Nacional de Antropologia e His- 
toria). Large block numbers identify the subdivisions of the Mixtec family. Smaller numbers 
within the circles give internal divergences in minimum centuries of each division; those on the 
connecting lines divergences among the divisions. 
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Fig. 16. Tree of IDdo-European languages as reconstruoted from data in Table". 
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Black Box Methods

• Necessary prerequisite
Global orthographic model
(“same alphabet for all data”)

• Method
Compare global orthographic similarity



Black Box Methods

• Aggregate Levenshtein Distance 
Batagelj et al. (1992), Kessler (1995)

• N-Gram Similarity 
Huffman (1998)

• Zipping Distance 
Benedetto et al. (2002)



Batagelj, V, T Pisanski & D Kerži. 1992. Automatic clustering of languages. Computational Linguistics 18(3). 339-352.

Vladimir Batagelj et al. Automatic Clustering of Languages 

CLUSE ward [0.00,435.00] 
I n s e r t i o n - D e l e t i o n - S u b s t i t u t i o n  

JAPANESE 
SWAHILI 
PERSIAN 
TURKISH 
ARABIC TUN 
HEBREW 
BERBER 
MALTESE 
HUNGARIAN 
IRISH 
CHINESE CA 
CHINESE MA 
ALBANIAN 
WELSH C 
TELUGU 
FINNISH 
MAORI 
BAH. MALAY 
INDONESIAN 
LITHUANIAN 
LATVIAN 
GREEK NEW 
GREEK OLD 
MALAYALAM 
TAMIL 
KANNADA 
HINDI 
RAJASTHANI 
SANSKRIT 
PANJABI 
BENGALI 
ORIYA 
MARAATHI 
ITALIAN N. 
IT.VENETI 
CATALAN 
ROMANIAN 
PORTUGUESE 
SPANISH 
FRENCH 
ITALIAN 
ESPERANTO 
LATIN 
GERMAN SWl 
GERMAN SW2 
GERMAN 
DUTCH 
GERMAN BAV 
NORWEGIAN 
SWEDISH 
DANISH 
ENGLISH 
CROATIAN 
SERBIAN 
CROATIAN K 
CROATIAN C 
SLOVENIAN 
BULGARIAN 
MACEDONIAN 
BYELORUSSI 
UKRAINIAN 
RUSSIAN 
CZECH 
SLOVAK 
POLISH 

28 
53 
42 
59 

I--  

60 k]_ 
22 

5 
34 

27 
10 11 I 
1 - 

63 - ~ 
5 8  
64-, ~-~ 
3 7 -  

2 2s 3 } 
32 
6s ~ 
2 0 ~  21 _ _ 1  
36 -- 
S7 ,. ~'~ 
3O 
23 
4 8  
41 

4 
4O 
3S 
3 8  ~ ~  
6 2 ~  g ~  
4 6  
4 4  -, 
s2 ~ l  
18  - 
26  
17 
31 
S5 
19 
15 

S4  
14  ,, 
16  
13 
4 9  
2 9  

8 

6 
33 " ' 
7 

6 1  
47 
12 
$0 4 3 ~  

351 

Aggregate 
Levenshtein

Distance



Huffman, Stephen M. "The Genetic Classification of Languages by N-Gram 
Analysis." PhD Thesis, Washington, D.C.: Georgetown University, 1998. 

N-Gram
Similarity





Benedetto, Dario, Emanuele Caglioti, and Vittorio Loreto. "Language Trees and Zipping." Phys. Rev. Lett. 88, no. 4 (2002)

Zipping

VOLUME 88, NUMBER 4 P H Y S I C A L R E V I E W L E T T E R S 28 JANUARY 2002

Romani Balkan [East Europe]
OccitanAuvergnat [France]
Walloon [Belgique]
Corsican [France]
Italian [Italy]
Sammarinese [Italy]
Rhaeto Romance [Switzerland]
Friulian [Italy]
French [France]
Catalan [Spain]
Occitan [France]
Asturian [Spain]
Spanish [Spain]
Galician [Spain]
Portuguese [Portugal]
Sardinian [Italy]
Romanian [Romania]
Romani Vlach [Macedonia]
English [UK]
Maltese [Malta]
Welsh [UK]
Irish Gaelic [Eire]
Scottish Gaelic [UK]
Breton [France]
Faroese [Denmark]
Icelandic [Iceland]
Swedish [Sweden]
Danish [Denmark]
Norwegian Bokmal [Norway]
Norwegian Nynorsk [Norway]
Luxembourgish [Luxembourg]
German [Germany]
Frisian [Netherlands]
Afrikaans
Dutch [Netherlands]
Finnish [Finland]
Estonian [Estonia]
Turkish [Turkey]
Uzbek [Utzbekistan]
Hungarian [Hungary]
Basque [Spain]
Slovak [Slovakia]
Czech [Czech Rep.]
Bosnian [Bosnia]
Serbian [Serbia]
Croatian [Croatia]
Slovenian [Slovenia]
Polish [Poland]
Sorbian [Germany]
Lithuanian [Lithuania]
Latvian [Latvia]
Albanian [Albany]

CELTIC

GERMANIC

SLAVIC

BALTIC

ROMANCE

UGROFINNIC
ALTAIC

FIG. 1. Language Tree: This figure illustrates the
phylogenetic-like tree constructed on the basis of more than
50 different versions of “The Universal Declaration of Human
Rights.” The tree is obtained using the Fitch-Margoliash
method applied to a distance matrix whose elements are com-
puted in terms of the relative entropy between pairs of texts.
The tree features essentially all the main linguistic groups of
the Euro-Asiatic continent (Romance, Celtic, Germanic, Ugro-
Finnic, Slavic, Baltic, Altaic), as well as a few isolated lan-
guages such as the Maltese, typically considered an Afro-Asiatic
language, and the Basque, classified as a non-Indo-European
language, and whose origins and relationships with other lan-
guages are uncertain. Notice that the tree is unrooted, i.e., it
does not require any hypothesis about common ancestors for the
languages. What is important is the relative positions between
pairs of languages. The branch lengths do not correspond to
the actual distances in the distance matrix.

which it is written, the subject treated as well as its au-
thor; on the other hand, the method allows us to classify
sets of sequences (a corpus) on the basis of the relative dis-
tances among the elements of the corpus itself and orga-
nize them in a hierarchical structure (graph, tree, etc.). The
method is highly versatile and general. It applies to any
kind of corpora of character strings independently of the
type of coding behind them: time sequences, language, ge-
netic sequences (DNA, proteins, etc.). It does not require
any a priori knowledge of the corpus under investiga-
tion (alphabet, grammar, syntax) nor about its statistics.
These features are potentially very important for fields
where the human intuition can fail: DNA and protein se-
quences, geological time series, stock market data, medical
monitoring, etc.
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Normalized 
Compression Distance

(C = compressed size)

Example 2.7 The prefix-code for the Hamming distance H(x,y) between x,y ∈ {0,1}n in Example 2.2 is a program
to compute from x to y and vice versa. It is metric up to O(logn) additive precision. To turn it into a similarity metric
define h(x,y) = H(x,y)/Cn, where Cn = max{C(x) : |x| = n}. Trivially, 0 ≤ h(x,y) ≤ 1. The metric properties of
H(x,y) that held up to additive precision O(logn) are preserved under division by Cn with the precision improved
to O((logn)/n). Since C(x)/Cn ≤ 1 we have ∑y:y#=x,|y|=|x|=n 2−h(x,y)C(x) ≤ 1. Then, ∑y#=x,|y|=|x|=n 2−(1+h(x,y))C(x) ≤

∑|x|=n 2−C(x) ≤ 1, where the last inequality is the Kraft inequality since C(x) is a prefix code word length. Hence
h(x,y) satisfies (2.3) and therefore (2.2) by Lemma 2.5. ♦

3 Normalized Compression Distance
In [4, 29] the conditions and definitions on a similarity metric are the particular instance where the compressorC is
instantiated as the ultimate compressorK such that K(x) is the Kolmogorov complexity [30] of x. In [29], it is shown
that one can represent the entire wide class of the similarity metrics (the class based on the ultimate compressor K)
by a single representative: the “normalized information distance” is a metric, and it is universal in the sense that
this single metric uncovers all similarities simultaneously that the various metrics in the class uncover separately.
This should be understood in the sense that if two files (of whatever type) are similar (that is, close) according to
the particular feature described by a particular metric, then they are also similar (that is, close) in the sense of the
normalized information metric. This justifies calling the latter the similarity metric. However, this metric is based on
the notion of Kolmogorov complexity. The Kolmogorov complexity of a file is essentially the length of the ultimate
compressed version of the file. Unfortunately, the Kolmogorov complexity of a file is non-computable in the Turing
sense. In applying the approach, we have to make do with an approximation based on a far less powerful real-world
reference compressorC. The resulting applied approximation of the “normalized information distance” is called the
normalized compression distance (NCD) and is defined by

NCD(x,y) =
C(xy)−min{C(x),C(y)}

max{C(x),C(y)}
. (3.1)

Here,C(xy) denotes the compressed size of the concatenation of x and y,C(x) denotes the compressed size of x, and
C(y) denotes the compressed size of y. The NCD is a non-negative number 0≤ r ≤ 1+ ε representing how different
the two files are. Smaller numbers represent more similar files. The ε in the upper bound is due to imperfections in
our compression techniques, but for most standard compression algorithms one is unlikely to see an ε above 0.1 (in
our experiments gzip and bzip2 achieved NCD’s above 1, but PPMZ always had NCD at most 1).

Remark 3.1 Technically, the Kolmogorov complexity of x given y is the length of the shortest binary program that on
input y outputs x; it is denoted as K(x|y). For precise definitions, theory and applications, see [30]. The Kolmogorov
complexity of x is the length of the shortest binary program with no input that outputs x; it is denoted as K(x) =
K(x|ε) where ε denotes the empty input. The similarity metric in [29] is max{K(x|y),K(y|x)}/max{K(x),K(y)}.
Approximation of the denominator by a given compressor is straightforward by max{C(x),C(y)}. The numerator is
more tricky. It can be written as

max{K(x,y)−K(x),K(x,y)−K(y)}, (3.2)

within logarithmic additive precision by the additive property of Kolmogorov complexity [30]. The term K(x,y)
represents the length of the shortest program for the pair (x,y). In compression practice it is easier to deal with the
concatenation xy or yx. Again, within logarithmic precision K(x,y) = K(xy) = K(yx). But we have to deal with a
real-life compressor here, for whichC(xy)may be different fromC(yx). Clearly, however, the smaller of the two will
be the closest approximation to K(x,y). Therefore, following a suggestion by Steven de Rooij, one can approximate
(3.2) best by min{C(xy),C(yx)}−min{C(x),C(y)}. Here, and in the CompLearn Toolkit, however, we simply use
C(xy) rather than min{C(xy),C(yx)}. This is justified by the observation that block-coding based compressors are
symmetric almost by definition, and experiments with various stream-based compressors (gzip, PPMZ) show only
small deviations from symmetry. In our definition of a “normal” compressor below we put symmetry as one of the
basic properties. ♦

The theory as developed for the Kolmogorov-complexity based “normalized information distance” in [29] does not
hold directly for the (possibly poorly) approximating NCD. Below, we develop the theory of NCD based on the
notion of a “normal compressor,” and show that the NCD is a (quasi-) universal similarity metric relative to a normal
reference compressor C. The theory developed in [29] is the boundary case C = K, where the “quasi-universality”
below has become full “universality”.
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Figure 13: Clustering of Native-American, Native-African, and Native-European languages. S(T ) = 0.928.

all (overlapping) 6-byte contiguous blocks. The l2-distance (Euclidean distance) is calculated between each pair of
files by taking the square root of the sum of the squares of the component-wise differences. These distances are
arranged into a distance matrix and linearly scaled to fit the range [0,1.0]. Finally, we ran the clustering routine on
this distance matrix. The results are in Figure 12. As seen by comparing with the NCD-based Figure 11 there are
apparent misplacements when using the Euclidean distance in this way. Thus, in this simple experiment, the NCD
performed better, that is, agreed more precisely with accepted biological knowledge.

5.2 Language Trees
Our method improves the results of [1], using a linguistic corpus of “The Universal Declaration of Human Rights
(UDoHR)” [33] in 52 languages. Previously, [1] used an asymmetric measure based on relative entropy, and the full
matrix of the pair-wise distances between all 52 languages, to build a language classification tree. This experiment
was repeated (resulting in a somewhat better tree) using the compression method in [29] using standard biological
software packages to construct the phylogeny. We have redone this experiment, and done new experiments, using the
CompLearn Toolkit. Here, we report on an experiment to separate radically different language families. We down-
loaded the language versions of the UDoHR text in English, Spanish, Dutch, German (Native-European), Pemba,
Dendi, Ndbele, Kicongo, Somali, Rundi, Ditammari, Dagaare (Native African), Chikasaw, Perhupecha, Mazahua,
Zapoteco (Native-American), and didn’t preprocess them except for removing initial identifying information. We
used an Lempel-Ziv-type compressor gzip to compress text sequences of sizes not exceeding the length of the sliding
window gzip uses (32 kilobytes), and compute the NCD for each pair of language sequences. Subsequently we clus-
tered the result. We show the outcome of one of the experiments in Figure 13. Note that three groups are correctly
clustered, and that even the subclusters of the European languages are correct (English is grouped with the Romance
languages because it contains up to 40% admixture of words from Latin origine).

5.3 Literature
The texts used in this experiment were down-loaded from the world-wide web in original Cyrillic-lettered Russian
and in Latin-lettered English by L. Avanasiev (Moldavian MSc student at the University of Amsterdam). The com-
pressor used to compute the NCD matrix was bzip2. We clustered Russian literature in the original (Cyrillic) by
Gogol, Dostojevski, Tolstoy, Bulgakov,Tsjechov, with three or four different texts per author. Our purpose was to
see whether the clustering is sensitive enough, and the authors distinctive enough, to result in clustering by author.
In Figure 14 we see a perfect clustering. Considering the English translations of the same texts, in Figure 15, we see
errors in the clustering. Inspection shows that the clustering is now partially based on the translator. It appears that
the translator superimposes his characteristics on the texts, partially suppressing the characteristics of the original
authors. In other experiments we separated authors by gender and by period.

5.4 Music
The amount of digitized music available on the internet has grown dramatically in recent years, both in the public
domain and on commercial sites. Napster and its clones are prime examples. Websites offering musical content
in some form or other (MP3, MIDI, . . . ) need a way to organize their wealth of material; they need to somehow
classify their files according to musical genres and subgenres, putting similar pieces together. The purpose of such
organization is to enable users to navigate to pieces of music they already know and like, but also to give them
advice and recommendations (“If you like this, you might also like. . . ”). Currently, such organization is mostly
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Alignment Method

• Necessary prerequisite
Global orthography model and parallel wordlist

• Method
Discover sound correspondences, possibly 
together with decision on cognacy



Alignment Method

• Alignment
Covington (1996, 1998)

• Relation to Levenshtein
Kondrak (2000)

• Multiple Alignment
Bhargava & Kondrak (2009), Prokić et al. (2009)
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Covington ' s alignments ALINE' s alignments 

three : tr~s 0 r i y II 
t r ~ s II 

0 r iy II 
t r ~ II 

blow : flare b l - - o w II 
f 1 a r e - II 

b l o II w 
f 1 fi II re  

full : pl~nus f - - u 1 II 
p 1 ~ n u s II 

f u 1 II 
p 1 II ~nus 

fish : piscis f - - i ~ II 
p i s k i s ]l 

f i ~ II 
p i s II kis 

I :  ego a y II a y  II 
e g o - II e II go 

tooth : dentis - t u w 0 II t u w  0 
d e n t i - s den II t i s 

Table 6: Examples of alignments of English and Latin cognates. 

quence of substitution and deletion as compression 
is unsatisfactory because it cannot be distinguished 
from an actual sequence of substitution and dele- 
tion. ALINE posits this operation particularly fre- 
quently in cases of diphthongization of vowels (see 
the alignments in Table 6). 

Covington's data set of 82 cognates provides a 
convenient test for the algorithm. His English/Latin 
set is particularly interesting, because these two 
languages are not closely related. Some of the 
alignments produced by Covington's algorithm and 
ALINE are shown in Table 6. ALINE accurately 
discards inflectional affixes in piscis and flare. In 
fish/piscis, Covington's aligner produces four alter- 
native alignments, while ALINE selects the cor- 
rect one. Both algorithms are technically wrong 
on tooth/dentis, but this is hardly an error consid- 
ering that only the information contained in the 
phonetic string is available to the aligners. On 
Covington's Spanish/French data, ALINE does not 
make any mistakes. Unlike Covington's aligner, 
it properly aligns [1] in arbol with the second [r] 
in arbre. On his English/German data, it selects 
the correct alignment in those cases where Coving- 
ton's aligner produces two alternatives. In the fi- 
nal, mixed set, ALINE makes a single mistake in 
daughter/thugat~r, in which it posits a dropped pre- 
fix rather than a syncopated syllable; in all other 
cases, it is fight on target. Overall, ALINE clearly 

performs better than Covington's aligner. 
Somers (1999) tests one version of his algo- 

rithm, CAT, on the same set of cognates. CAT em- 
ploys binary, rather than multivalued, features. An- 
other important characteristic is that it pre-aligns 
the stressed segments in both sequences. Since 
CAT distinguishes between individual consonants, 
in some cases it produces more accurate alignments 
than Covington's aligner. However, because of its 
pre-alignment strategy, it is guaranteed to produce 
wrong alignments in all cases when the stress has 
moved in one of the cognates. For example, in 
the Spanish/French pair cabeza/cap, it aligns [p] 
with [0] rather than [b] and falls to align the two 
[a]'s. The problem is even more acute for closely 
related languages that have different stress rules. 8 
In contrast, ALINE does not even consider stress, 
which, in the context of diachronic phonology, is 
too volatile to depend on. Except for the single case 
of daughter/thugat~r, ALINE produces better align- 
ments than Somers's algorithm. 

6 F u t u r e  D i r e c t i o n s  

The goal of my current research is to combine the 
new alignment algorithm with a cognate identifica- 
tion procedure, The alignment of cognates is possi- 

8For example, stress regularly falls on the initial syllable 
in Czech and on the penultimate syllable in Polish, while in 
Russian it can fall anywhere in the word. 
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MIIMIIMI MIIMIIMI
D--E--N- D--E--NY
Z--E--N- DZ-E--N-
DZIE--N- D--A--N-
DI-E--NA D--E--IZ
D--I--A- D--Y--DD
D--I--E- Z-----U-
Z--U--E- Z-----I-
J--O--UR D-----I-
DJ-O--U- G--IORNO

Figure 4: The alignment generated via the Profile HMM
method for some cognates. These were aligned together,
but we show them in two columns to preserve space.

trained to the cognate set via the Baum-Welch algo-
rithm, and then each word in the set is aligned to
the model using the Viterbi algorithm. The words
are added to the training via a summation; therefore,
the order in which the words are considered has no
effect, in contrast to iterative pairwise methods.

The setting of the parameter values is discussed in
section 6.

5.1 Results

To evaluate Profile HMMs for multiple cognate
alignment, we analyzed the alignments generated for
a number of cognate sets. We found that increasing
the pseudocount weight to 100 improved the quality
of the alignments by effectively biasing the model
towards similar characters according to the substitu-
tion matrix.

Figure 4 shows the Profile HMM alignment for a
cognate set of words with the meaning “day.” As
with Figure 2, the alignment’s first line is a guide
label used to indicate which columns are match
columns and which are insert columns; note that
consecutive insert columns represent the same insert
state and so are not aligned by the Profile HMM.
While there were some duplicate words (i.e. words
that had identical English orthographic representa-
tions but came from different languages), we do not
show them here for brevity.

In this example, we see that the Profile HMM
manages to identify those columns that are more
highly conserved as match states. The ability to
identify characters that are similar and align them
correctly can be attributed to the provided substitu-
tion matrix.

Note that the characters in the insert columns
should not be treated as aligned even though they
represent emissions from the same insert state (this
highlights the difference between match and insert
states). For example, Y, A, Z, D, R, and O are all
placed in a single insert column even though they
cannot be traced to a single phoneme in a protoform
of the cognate set. Particularly infrequent charac-
ters are more likely to be put together than separated
even if they are phonetically dissimilar.

There is some difficulty, also evident from other
alignments we generated, in isolating phonemes rep-
resented by pairs of characters (digraphs) as singular
entities. In the given example, this means that the dz
in dzien was modelled as a match state and then an
insert state. This is, however, an inherent difficulty
in using data represented only with the English al-
phabet, which could potentially be addressed if the
data were instead represented in a standard phonetic
notation such as IPA.

6 Cognate set matching

Evaluating alignments in a principled way is diffi-
cult because of the lack of a gold standard. To adjust
for this, we also evaluate Profile HMMs for the task
of matching a word to the correct cognate set from
a list of cognate sets with the same meaning as the
given word, similar to the evaluation of a biologi-
cal sequence for membership in a family. This is
realized by removing one word at a time from each
word list and then using the resulting cognate sets
within the meaning as possible targets. A model is
generated from each possible target and a log-odds
score is computed for the word using the forward
algorithm. The scores are then sorted and the high-
est score is taken to be the cognate set to which the
given word belongs. The accuracy is then the frac-
tion of times the correct cognate set is identified.

To determine the best parameter values, we used
a development set of 10 meanings (roughly 5%
of the data). For the substitution matrix pseudo-
count method, we used a log-odds similarity ma-
trix derived from Pair HMM training (Mackay and
Kondrak, 2005). The best results were achieved
with favouring of match states enabled, substitution-
matrix-based pseudocount, pseudocount weight of
0.5, and pseudocounts added during Baum-Welch.
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requires the simultaneous examination of corre-
sponding sounds in order to compare hypotheses
about their evolution. Alignment identifies which
sounds correspond. Historical linguists align the
sequences manually, while we seek to automate
this process.

In recent years there has been a strong fo-
cus in historical linguistics on the introduction
of quantitative methods in order to develop tools
for the comparison and classification of lan-
guages. For example, in his PhD thesis, Kondrak
(2002) presents algorithms for the reconstruction
of proto-languages from cognates. Warnow et al.
(2006) applied methods taken from phylogenet-
ics on Indo-European phonetic data in order to
model language evolution. Heeringa and Joseph
(2007) applied the Levensthein algorithm to the
Dutch pronunciation data taken from Reeks Ned-
erlandse Dialectatlassen and tried to reconstruct a
‘proto-language’ of Dutch dialects using the pair-
wise alignments.

Studies in historical linguistics and dialectome-
try where string comparison is used as a basis for
calculating the distances between language vari-
eties will profit from tools to multi-align strings
automatically and to calculate the distances be-
tween them. Good multiple alignment is of ben-
efit to all those methods in diachronic linguistics
such as the comparative reconstruction method
or the so-called CHARACTER-BASED METHODS
taken from phylogenetics, which have also been
successfully applied in linguistics (Gray and Jor-
dan, 2000; Gray and Atkinson, 2003; Atkinson
et al., 2005; Warnow et al., 2006). The multi-
alignment systems can help historical linguistics
by reducing the human labor needed to detect the
regular sound correspondences and cognate pairs
of words. They also systematize the linguistic
knowledge in intuitive alignments, and provide a
basis for the application of the quantitative meth-
ods that lead to a better understanding of language
variation and language change.

In this study we apply an iterative pairwise
alignment program for linguistics, ALPHAMA-
LIG, on phonetic transcriptions of words used in
dialectological research. We automatically multi-
align all transcriptions and compare these gener-
ated alignments with manually aligned gold stan-
dard alignments. At the same time we propose
two methods for the evaluation of the multiple se-
quence alignments (MSA).

The structure of this paper is as follows. An
example of a multiple alignment and a discus-
sion of the advantages over pairwise alignment
is given in the next section, after which we dis-
cuss our data set in section 3. Section 4 explains
the iterative pairwise alignment algorithm and the
program ALPHAMALIG. Section 5 discusses the
gold standard and two baselines, while section 6
discusses the novel evaluation procedures. The re-
sults are given in section 7 and we end this paper
with a discussion in section 8.

2 Example of Multiple Sequence

Alignment

In this section we will give an example of the au-
tomatically multi-aligned strings from our data set
and point out some important features of the si-
multaneous comparison of more than two strings.

village1 j "A - - - -
village2 j "A z e - -
village3 - "A s - - -
village4 j "A s - - -
village5 j "A z e k a

village6 j "E - - - -
village7 - "6 s - - -

Figure 1: Example of multiple string alignment

In Figure 1 we have multi-aligned pronuncia-
tions of the word az ’I’ automatically generated
by ALPHAMALIG. The advantages of this kind
of alignment over pairwise alignment are twofold:

• First, it is easier to detect and process corre-
sponding phones in words and their alterna-
tions (like ["A] and ["E] and ["6] in the second
column in Figure 1).

• Second, the distances/similarities between
strings can be different in pairwise compari-
son as opposed to multiple comparison. This
is so because multi-aligned strings, unlike
pairwise aligned strings, contain information
on the positions where phones were inserted
or deleted in both strings. For example,
in Figure 1 the pairwise alignment of the
pronunciations from village 1 and village 3
would be:

village1 j "A -
village3 - "A s

Prokić, Jelena, Martijn Wieling, and John Nerbonne. "Multiple Sequence Alignments in Linguistics." In Proceedings of the 
EACL 2009 Workshop on Language Technology and Resources for Cultural Heritage, Social Sciences, Humanities, and 

Education (LaTeCH-SHELT&R 2009). Association for Computational Linguistics, 2009. 
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Sound Change Method

• Necessary prerequisite
(Large) parallel wordlist, 
but no global harmonized orthography

• Method
Discover sound correspondences through 
regularity, and use that to discover cognacy



Sound Change Method

• Rule-based automatic reconstruction
(Hewson 1973, Lowe & Mazaudon 1994)

• Sound co-occurrence
Ross (1947)

• Cross-script mapping
Cysouw & Jung (2007)



Lowe, John Brandon, and Martine Mazaudon. "The Reconstruction Engine: A Computer 
Implementation of the Comparative Method." Computational Linguistics 20, no. 3 (1994): 381-417. 
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Sorted • Reconstructions 
~gli~ tuk akin 'nelge' 

man akh~'snow' 
tag akhli~ 'snow' Spa alia 'snow' 

~glin tuk akin 'neige' 
man akhI'snow' 

Jglim man akhi 'snow' 
Spa 41ia 'snow' 

~gi~ tuk akin 'neige' 
man 4kh~'snow' 

~in tuk akin 'neige' 
man 4kh~'snow' 

~glm man 4khi 'snow' 
Bli~ spa alia 'snow' 

Slim spa alia *snow' 

etc... 

possible Protoforas 
(for Tukche) 

~li~ tuk akin 'nelge' 
~glin tuk 4kin 'neige' ~-- ~gin tuk akin 'neige' 
~i~ tuk akin ~eige ~ 

ramit tuk Eml 'oeil' 
~mit tuk Hmi 'oeil' 
~hml tuk nmi 'oeil* 

possible 
Protoforms (for Mamang) 

~li~ man 4khl 'snow' ~lin man akhi 'snow' 
d,.-- ~glim man akhi 'snow' 

bin man akhi 'snow' 
~gi~ man akhl 'snow' 
Famik man ~i 'eye' 
~hmit man 2mi 'eye' 

possible Protoforms (for Taglung) 
~li~ tag akhli~ 'snow' 

~hmlt tag Zmi: 'eye' 
shmi: tag zmi: 'eye' 

possible • Protoforls (for Syang) 
~li~ sya 41in 'snow' 
~glim sya 41im 'snow' 

d,.-. Slim sya Slim 'snow' 
Sli~ sya alim 'snow' 

~hmje sya zml 'eye' 
mnmi sya ~i 'eye' 
mami: spa 2mi 'eye' 

% 

Prosram 

Table 1 

Program 

Table 1 

Program 

Table 1 

Program 

Table 1 

Is Dictionary of 1 Tu.kche 
kin 'neige' 

: Hmi 'oeil' ~ ar 'maison' 

I~ Dictionary of 1 Manang 
Lkh~ 'snow' 
~i 'eye ' 

I4 Dictionaryof 1 Taglung 
khli~ 'snow' 
~i: 'eye' 

I4 k Dictionaryof 1 Syang 
in 'snow' 

Figure 17 
Upstream computation in batch. 

Phonemes would change into other phonemes but not merge or split." Words would 
mutate in phonological shape, but would remain distinct from other words in both 
form and meaning. Making cognate sets in such a situation would be quite straight- 
forward. In reality, neither semantic nor phonological distinctions are maintained over 
time. We will examine some of the implications of this situation. 

5.1 Many Reconstructions May Be Possible for a Given Set of Cognates 
The process of "triangulation" (discussed in Section 4.2.3 and in some detail in Lowe 
and Mazaudon [1989, 1990] and Mazaudon and Lowe [1991]) provides a means for 

11 Merger refers to the diachronic process by which the distinction between two (or more) phonemes is 
lost. Words that were minimal pairs on the basis of this distinction become homophones. Split refers to 
the process by which a phoneme becomes two (usually because of some modification in the context). 
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Cross-script mapping

E F freq dice
ar ar 21 1
in in 26 1
on on 22 1
an an 22 1
m m 80 0.92786
n n 188 0.92161
c c 120 0.91815
p p 78 0.91798
r r 277 0.91665
f f 35 0.90647
l l 132 0.90534
v v 26 0.90346
t t 165 0.8719
b b 44 0.86301
s s 126 0.85915
d d 66 0.82913
o o 192 0.82325
e e 417 0.81479
a a 229 0.81367
g g 34 0.79683
h h 53 0.7856
i i 183 0.75961
u u 94 0.69546
...

...
...

...

Table 5: Best English (E) and French (F) multi-gram
mappings after 30 iterations.

The character-independence of our method is il-
lustrated by the character mapping between English
and Russian in Table 6. Shown in the table are only
the highest ranked orthographic mappings. Again
we see an almost complete alphabetic linkage, prob-
ably caused by the French loanwords shared by both
English and Russian.
With this approach, we are also able to find some

vestiges of sound changes, as illustrated by the char-
acter mapping between Spanish and Portuguese in
Table 7. Shown here are only the highest ranked
non-identical multi-grams. The dice coefficients of
the pairs ⇥h⇤�⇥ll⇤, ⇥f⇤�⇥h⇤ show the results of sound
changes that were dramatically enough to be repre-
sented in the orthography. The pairs ⇥ç⇤ � ⇥z⇤ and
⇥n⇤�⇥ñ⇤ show difference in orthographic convention
(though the best pair should have been ⇥nh⇤ � ⇥ñ⇤).
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Figure 1: Histogram of dice-coefficients for
English-French multi-gram mappings.

E R freq dice
r r 184 0.88874745
n n 115 0.8461936
l l 104 0.79646295
s s 114 0.7927922
t t 165 0.7701921
m m 47 0.7699933
o o 184 0.7510106
k t⌘ 21 0.74458015
p p 50 0.7388723
i i 102 0.7034591
a a 221 0.6866478
u u 40 0.6449104
c k 77 0.6251676
e e 219 0.59066784
b b 32 0.525643
w v 46 0.46787763
d d 42 0.381996
...

...
...

...

Table 6: Best English (E) and Russian (R) multi-
gram mappings after 30 iterations.
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‘bag of symbol” approach

mínʲéékʰɯɯ́

ɯ
ɯ́

kʰ é

nʲ

í

m

(1-grams)



‘bag of symbol” approach

mínʲéékʰɯɯ́

ɯɯ́
kʰɯ

ékʰ éé

nʲé

ínʲ

mí

(2-grams)



Cross-script mapping



Cross-script mapping

• Ignore linear structure of words
“bag of symbols” approach



Cross-script mapping

• Ignore linear structure of words
“bag of symbols” approach

• Use parallel wordlist to estimate 
co-occurrences of n-grams



Cross-script mapping

• Ignore linear structure of words
“bag of symbols” approach

• Use parallel wordlist to estimate 
co-occurrences of n-grams

• N-grams that have a high probability of 
co-occurrence in parallel meaning are 
interested for historical linguistics



Bora Muinane

down ʧɨ́nʲe, paári báari, gíino
bee íímɯ́ʔóexpʰi, téʔtsʰipa nɨ́ɨ́bɨri, mɨ́ɨbɨriʔɨ

sharp tsʰɯ́ʔxi ̵βáne sɨ́ɨ́xéβano
… … …



Bora Muinane Bora Muinane Bora Muinane

#k #kʰ #i #i #n #n
kɨ kʰɯ #a #a #m #m
se tsʰɨ di ti mɨ mɯ
xe xɨ du to nɨ nɯ
ga kʷa #d #t us tsʰɨ
ba pa #s #tsʰ #t #tʰ
#b #p gi ʧi ɨg ɯkʷ
e# ɨ# ni ni #ɸ #pʰ



Using bigram matching 
for cognate detection



Using bigram matching 
for cognate detection

• Bora ‘two’: ## # mínʲéékʰɯɯ́
Muinane ‘two’:## míínokɨ



Using bigram matching 
for cognate detection

• Bora ‘two’: ## # mínʲéékʰɯɯ́
Muinane ‘two’:## míínokɨ
• Extension of Levenshtein (1966): 

Needleman-Wunsch (1970)



#m mi ii in no ok kɨ ɨ#

#m

mi

inʲ

nʲe

ee

ekʰ

kʰɯ

ɯɯ

ɯ#



#m mi ii in no ok kɨ ɨ#

#m 1

mi 1

inʲ ?

nʲe ?

ee ?

ekʰ

kʰɯ

ɯɯ

ɯ#

Levenshtein

Levenshtein, V I. "Binary Codes Capable of Correcting Deletions, 
Insertions, and Reversals." Soviet Physics Doklady 10 (1966): 707–710. 



#m mi ii in no ok kɨ ɨ#

#m 22 3 2 2 2 2 2 2

mi 4 12 2 2 5 1 1 1

inʲ 2 1 5 9 3 1 1 2

nʲe 1 1 5 5 4 1 1 2

ee 3 3 3 3 6 2 2 2

ekʰ 1 2 1 1 4 2 3 2

kʰɯ 2 2 2 2 2 1 23 2

ɯɯ 2 2 3 3 2 2 4 4

ɯ# 2 2 3 2 3 1 3 4

Needleman-Wunsch

Needleman, S B, and C D Wunsch. "A General Method Applicable to the Search for Similarities in the Amino Acid 
Sequence of Two Proteins." Journal of Molecular Biology 48, no. 3 (1970): 443-453. 



#m mi ii in no ok kɨ ɨ#

#m 22 3 2 2 2 2 2 2

mi 4 12 2 2 5 1 1 1

inʲ 2 1 5 9 3 1 1 2

nʲe 1 1 5 5 4 1 1 2

ee 3 3 3 3 6 2 2 2

ekʰ 1 2 1 1 4 2 3 2

kʰɯ 2 2 2 2 2 1 23 2

ɯɯ 2 2 3 3 2 2 4 4

ɯ# 2 2 3 2 3 1 3 4



#m mi ii in no ok kɨ ɨ#

#m 22 3 2 2 2 2 2 2

mi 4 12 2 2 5 1 1 1

inʲ 2 1 5 9 3 1 1 2

nʲe 1 1 5 5 4 1 1 2

ee 3 3 3 3 6 2 2 2

ekʰ 1 2 1 1 4 2 3 2

kʰɯ 2 2 2 2 2 1 23 2

ɯɯ 2 2 3 3 2 2 4 4

ɯ# 2 2 3 2 3 1 3 4



#m mi ii in nono ok kɨ ɨ#ɨ#
#m mi inʲinʲ nʲe ee ekʰ kʰɯ ɯɯ ɯ#

#m mi ii in no ok kɨ ɨ#

#m 22 3 2 2 2 2 2 2

mi 4 12 2 2 5 1 1 1

inʲ 2 1 5 9 3 1 1 2

nʲe 1 1 5 5 4 1 1 2

ee 3 3 3 3 6 2 2 2

ekʰ 1 2 1 1 4 2 3 2

kʰɯ 2 2 2 2 2 1 23 2

ɯɯ 2 2 3 3 2 2 4 4

ɯ# 2 2 3 2 3 1 3 4



Ocaina Witoto Murui

HAND on̥õõ onoʤɯ

WE xoxo koko

HOUSE ɸoo ɸo

DOG hõʔxo hɯko

JAGUAR hõʔxo hɯko

FATHER mõõ moo

HUMMINGBIRD ɸaʔtííʔtʲo ɸiθido

TREE am ̥ɯ̃ɯ̃ɲ̥a amena

STICK am ̥ɯ̃ɯ̃ɲ̥a amena

WHO bṍ bu

SLEEP ɯ́ɯ́nõ ɯnɯ

AGOUTI ɸɯ́ɯ́tʲo ɸɯdo

THIS bĩ́ĩ́ bie

THIS baʔi bie

NAME maam̥ɯ mamekɯ

DAY mooɲ̥a aremona

BOW tsipóxatʲa θɯkuira

HEAR xaaxa kakade

DAY moɲ̥amó aremona

Ocaina Witoto Murui

GREASE ɸahĩĩ ɸare

YOU (PLURAL) mõʔ omoɯ

THIS bɯ bie

ARROW oɯdʲáátʲa dukɯraθɯ

SPEAR oɯdʲáátʲa dukɯraθɯ

LIP ɸaʔóóʔko ɸue igoɯ

GREEN moxóóso mokorede

I xõ kue

ONE tʲa dahe

WE xo kaɯ

TOOTH aʔtiiʔtʲo iθido

MOUTH ɸooɯ ɸue

BELLY gááho hebe

FATHER mõõhõ moo

YOU (PLURAL) mõʔxo omɯko

SWAMP xonɯ́ɯ́βaga kɯnere

RAT mɯɲṍṍko miɲɯe

PATH, TRAIL naahõ naɯθo

OWL mṍṍn̥õhõ monuiθɯ
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Conclusion

• Regular sound change is a very powerful 
notion to investigate language history

•We knew that for a long time !
we just seem to have forgotten about it in computational approaches

• Regular symbol correspondence can 
relatively easily be discovered statistically 
before cognate identification

• Reversing the comparative method
first sound change, then cognacy judgement


