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Languages as object of 
phylogenetic study

• Rapidly changing
at least potentially

• High within-species diversity

• Complex diachronic dynamics 
vertical descent and horizontal transfer are completely mixed

• Individual utterances (not whole languages)
are more like biological organisms



Review of Croft (2000) 14 by Michael Cysouw

Figure 1. Language as analysed in the Theory of Utterance Selection
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Table 1. Summary of (syntagmatic) kinds of form-function reanalysis

Reanalysis Form Function

Hyperanalysis no change is reduced

Hypoanalysis no change is enlarged

Metanalysis no change has shifted

Cryptanalysis is enlarged no change

Conventionalization is reduced no change

•Dawkins, Richard. 1976. The Selfish Gene. Oxford: Oxford University Press.
•Hull, David L. 1988. Science as a Process: An Evolutionary Account of the Social and Conceptual Development of Science. Chicago: University of Chicago Press.
•Croft, William. 2000. Explaining Language Change: An Evolutionary Approach. Harlow: Longman.
•Cysouw, Michael. 2006. review of “Explaining Language Change,” Beiträge zur Geschichte der deutschen Sprache und Literatur 128(2): 298-306.

Theory of Utterance Selection 
(Croft 2000)
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Defining “Meaning”

• Intrinsic Meaning is not tangible
“Double articulation”: phonemes are arbitrarily linked to meaning

• Expressed Meaning can be fruitfully studied
By looking at the context of individual utterances

• Define Intrinsic Meaning as 
the set of all Expressed Meanings

• So, the ‘meaning’ of a word is like 
a population of its uses



Reconstruction of function 
Non-spatial usage of spatial case marking in Tsezic

Michael Cysouw & Diana Forker

Cysouw, Michael & Diana Forker. 2009. Reconstruction of function. Non-spatial usage of spatial case marking in Tsezic. Language 85.3: 588-617.
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Table 1. Spatial case markers in Tsezic.

Hinuq CONT IN SUB SPR AT APUD AD

Essive -! -V/ma -" -"’o -qo -de -ho

Lative -!-er -V/ma-r -"-er -"#o-r -qo-r -de-r -ho-r

Ablative/Genitive -!-es -V/ma-s -"-es -"#o-s -qo-s -de-s -ho-s

Ablative -!-ezo -V/ma-zo -"-ezo -"#o-zo -qo-zo -de-zo -ho-zo

Directive -!-edo -V/ma-do -"-edo -"#o-do -qo-do -de-do -ho-do

Tsez CONT IN SUB SPR AT APUD AD

Essive -! -$ -" -"’(o) -q(o) -de -x(o)

Lative -!-er -$-r -"-er -"#o-r -qo-r -de-r -xo-r

Ablative -!-$y -$-y -"-$y -"#-$y -q-$y -d-$y -x-$y

Versative -!-xor -$-%or -"-xor -"’-$%or/’$r -q-$%or/$r -d-$%or/$r -x-$%or/$r

Khwarshi CONT IN SUB SPR AT AD NEAR

Essive -! -(m)a -" -"’o -qo -ho -%o

Lative -!-ul -(m)a-l -"-ul -"’o-l -qo-l -ho-l -%o-l

Ablative -!-zi -(m)a-zi -"-zi -"’o-zi -qo-zi -ho-zi -%o-zi

Versative -!-%ul -(m)a-%ul -"-%ul -"’o-%ul -qo-%ul -ho-%ul -%o-%ul

Translative -!-%u&az -(m)a-%u&az -"-%u&az -"’o-%u&az -qo-%u&az -ho-%u&az -%o-%u&az

Terminative -!-q’a -(m)a-q’a -"-q’a -"’o-q’a -qo-q’a -ho-q’a -%o-q’a

Bezhta CONT IN SUB SPR AT APUD NEAR

Essive -! -' -" -"’a -qa -doy -%a

Lative -'-il -"’a-l -doy-l -%a-l

Ablative/Genitive -!-so -'-is -"-so -"’a-s -qa-s -doy-s -%a-s

Ablative -!-la -'-la -"-la -"’a-la -qa-la -doy-la -%a-la

Directive -!-daa -'-daa -"’a-la -"’a-daa -qa-daa -doy-da -%a-daa

Translative -!-la"’$ -'-(la)"’$ -qa-la -"’a-la"’$ -qa-la"’$ -doy- -%a-la"’$

Hunzib CONT IN SUB SPR AT APUD

Essive -! -V -" -"’(o) -g(o) -d(r

Ablative/Genitive -!-s( -V-s -"’o-s -go-s -d(r-s(

Translative -!-"’i -V-"’ -"’o-"’ -d(r-"’i

Directive -!-do -d)-) -d(r-do

Table 2. Reconstructions of directional markers.

Proto-Tsezic

reconstruction

Approximate meaning

in spatial domain
Gloss

*-ø essive (‘location’) NULL

*-r/l lative (‘orientation towards a goal’) LAT

*-s ablative (‘movement from, or out of’) GEN
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Table 3. Reconstructions of locational markers.

Proto-Tsezic

reconstruction

Approximate meaning

in spatial domain
Gloss

*-!- contact CONT

*-"a- in, inside IN

*-#- under SUB

*-#’o- on top, above SPR

*-qo- attached to AT

*-de- near, by (animates) APUD

*-ho- near, by (inanimates) AD

*-$o near, close NEAR

Approximate spatial meaning of cases:

• CONT (‘contact’) indicates a location inside of an amorphous mass (e.g. in water, !our,

or ashes), or a location that could be conceptualized as being a kind of mass (e.g. in an

avalanche, in a forest, or in leaves). It is also used to mark geographic location (e.g. in a

state or province). In Hunzib and Bezhta this case is also used for vertical attachment

(e.g. at the wall).

• IN (‘inside’) indicates a location in some kind of container (e.g. a box, belly, or corner),

and various ‘in’ or ’on’ locations (e.g. in the village, in the river, on the way, on the

"eld, in the 7th grade).

• SUB (‘under’) indicates a location under any kind of object (occasionally also ‘behind’).

• SPR (‘super’) indicates locations on !at surfaces (e.g. on a bed, table, or square) and on

the top of vertical objects (e.g. on a mountain, tree, or staircase). It is also used for loca-

tions in/on vehicles (e.g. car, bike, horse, ship).

• AT is used for general location and direction (‘at’, ‘on’, ‘to’, ‘in’), but spatial meanings

are rare with this su#x. In Hunzib and Bezhta, there are no examples of this case des-

cribing spatial location with inanimate nouns.

• APUD indicates a location near objects which are almost exclusively animate nouns

(this marker is absent in Khwarshi).

• AD indicates a location near objects which are almost exclusively inanimate nouns (this

marker is absent in Bezhta and Hunzib).

• NEAR is used for various situation in which an object is near (only attested in Khwarshi

and Bezhta).

- 4 -



Table 4. Non-spatial contexts for case marking.

Role Label Construction

Addressees TALK talk [to somebody]

TELL tell [to somebody]

SHOUT shout [at somebody]

SAY say [to somebody]

ASK ask [somebody]

BEG beg [somebody]

EXPLAIN explain [to somebody]

TEACH teach [to somebody]

ORDER order [somebody]

Human objects MARRY marry [a man]

FEAR fear [somebody]

BELIEVE believe [somebody]

LISTEN listen [to somebody]

Recipients GIVE (PERMANENTLY) give X as a gift [to somebody] 

GIVE (TEMPORARILY) give X to hold [to somebody]

SHOW show X [to somebody]

Possessors INALIENABLE POSSESSION [somebody] has a daughter

ALIENABLE POSSESSION [somebody] has money

Subjects AGE [somebody] is X years old

NAME [somebody] is called X

FIND [somebody] !nds X

Objects EXCHANGE give X away [for something else]

PURPOSE/GOAL go with the goal to get [something]

LOOK look [at something]

METAPHORICAL LOCATION talk [about something]

Causees CAUSATIVE cause [somebody] to do X

Potential agents POTENTIAL [somebody] can do X

ABLE [somebody] is able to do X 

Reasons NATURAL FORCE [because of something] X happened

Converbs SIMULTANEOUS [while X happened] …

TERMINATIVE [until/before X happened] …

CAUSAL [because X happened] …

POSTERIOR [after X happened]…

Time indications TIME SPAN something happened [during period X]

TIME POINT something happened [at time X]

- 5 -



Table 5. Non-spatial case marking in Tsezic.

Function Hinuq Tsez Khwarshi Bezhta Hunzib

Loc Dir Loc Dir Loc Dir Loc Dir Loc Dir

able AT NULL AT NULL AT NULL AT NULL AT NULL

age AT NULL AT NULL AT NULL NULL LAT NULL GEN

alienable possession AT NULL AT NULL AT NULL AT NULL – –

ask AT NULL AT NULL AT LAT AT NULL AT NULL

beg AT NULL AT NULL AT NULL AT NULL – –

believe SPR NULL SPR NULL SPR NULL SPR NULL SPR NULL

causal – – AT NULL – – AT NULL AT NULL

causative AT NULL AT NULL AT NULL NULL INSTR AT NULL

exchange SUB NULL SUB NULL SUB NULL SUB NULL SUB NULL

explain AT LAT NULL LAT AT LAT NULL LAT – –

fear AT NULL AT NULL AT NULL AT NULL SPR NULL

!nd NULL DAT NULL LAT NULL LAT NULL LAT – –

give (permanently) NULL DAT NULL LAT NULL LAT NULL LAT IN NULL

give (temporarily) AT NULL AT NULL NEAR LAT AT NULL AT NULL

inalienable possession NULL GEN NULL GEN NULL GEN NULL GEN NULL GEN

listen AT NULL AT LAT AT NULL AT NULL – –

look SPR LAT SPR LAT AT LAT AT NULL AT NULL

marry AD NULL AD NULL AD NULL NULL LAT IN NULL

metaphorical location SPR NULL CONT ABL NULL GEN NULL GEN SPR GEN

name SPR NULL SPR NULL SPR NULL SPR NULL – –

natural force AT NULL AT NULL AT NULL AT NULL AT NULL

order AT LAT AT LAT NULL LAT NULL LAT – –

posterior NULL GEN NULL GEN NULL GEN NULL GEN NULL GEN

potential AT NULL AT NULL AT NULL – – – –

purpose/goal SPR NULL SPR LAT AD NULL IN LAT SPR NULL

say AT LAT AT LAT AT LAT AT NULL AT NULL

shout AT LAT AT LAT AT LAT AT NULL AT NULL

show NULL DAT AT NULL AT NULL NULL LAT IN NULL

simultaneous SPR NULL SPR NULL SPR NULL IN NULL IN NULL

talk AT LAT AT LAT AT NULL AT NULL AT NULL

teach AT NULL AT NULL AT LAT NULL LAT IN NULL

tell AT NULL AT NULL AT NULL AT NULL IN NULL

terminative SPR LAT SPR LAT AD LAT NULL LAT NULL LAT

time point SPR NULL SPR NULL SPR NULL SPR NULL – –

time span CONT NULL CONT NULL NULL INSTR IN NULL CONT NULL

- 7 -
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Challenges generalizing 
this approach

• How to find similar meanings 
across languages

• How to establish homologues (“cognates”) 
across languages



• We formalize the problem of lexical translation as
probabilistic inference over the translation graph and
quantify the gain of inference over merely looking up
translations in the source dictionaries.

• We identify a set of challenges in searching the
Web for images, and introduce PANIMAGES, a cross-
lingual image search application that is deployed on
the Web to address these challenges.

• We report on experiments that show how PANIMAGES
substantially increases image precision and recall for
queries in “minor” languages, thereby demonstrating
the utility of PANIMAGES and the translation graph.

The remainder of the paper is organized as follows. Sec-
tion 2 introduces the translation graph. Section 3 describes
PANIMAGES, our cross-lingual image search application.
Section 4 reports statistics on the translation graph and eval-
uates the utility of the graph by reporting on the precision
and recall of the PANIMAGES application. Section 5 dis-
cusses related work, followed by conclusions and future
work in Section 6.

2 The Translation Graph
This paper introduces a novel lexical resource, which we
call the translation graph. This section describes how the
TRANSGRAPH system constructs a graph from multiple
dictionaries, and uses paths in the graph to infer lexical
translations.

Each node n in the graph is an ordered pair (w, l) where
w is a word in a language l. An edge in the graph between
(w1, l1) and (w2, l2) represents the belief that w2 is a trans-
lation into l2 of a particular sense of the word w1. The edge
is labeled by an integer denoting an ID for that word sense.
Paths through the graph represent correct translations so
long as all the edges on the path share a single word sense,
and thus enable TRANSGRAPH to identify translations that
are absent from any of its source dictionaries.

Figure 1 shows a portion of a translation graph for two
senses of ‘spring’ in English. The graph also shows two
corresponding French words ‘printemps’ (spring season)
and ‘ressort’ (flexible spring).

TRANSGRAPH builds the translation graph incremen-
tally on the basis of entries from multiple, independent dic-
tionaries, as described in detail in Section 2.1. As edges are
added on the basis of entries from a new dictionary, some
of the new word sense IDs are redundant because they are
equivalent to word senses already in the graph from another
dictionary. For example, TRANSGRAPH assigns one word
sense ID to the seasonal sense of ‘spring’ from an English
dictionary, a new word sense ID to the French dictionary
entry for ‘printemps’, and so forth (see labels ‘1’ and ‘3’ in
Figure 1). We refer to this phenomenon as sense inflation.

Sense inflation would severely limit the utility of the
translation graph, so we have developed a mechanism for
identifying duplicate word senses automatically. TRANS-
GRAPH computes the probability prob(si = sj) that a pair
of distinct IDs si and sj refer to the same word sense (see
Section 2.1 for the details). Thus, TRANSGRAPH deter-
mines that word sense ID ‘3’ on edges from ‘printemps’
has a high probability of being equivalent to ID ‘1’.

The following section discusses building the graph, fo-
cusing on the algorithm for merging word senses originat-
ing from different dictionaries.

Figure 1: A fragment of a translation graph for two senses
of the English word ‘spring’. Edges with the label ‘1’ or
‘3’ are for spring in the sense of a season; edges labeled
‘2’ or ‘4’ are for the flexible coil sense. This graph shows
translation entries from an English dictionary merged with
translation entries from a French dictionary.

2.1 Building the Translation Graph
TRANSGRAPH builds the translation graph from online
dictionaries and Wiktionaries of two kinds: bilingual dic-
tionaries that translate words from one language to an-
other, and multilingual dictionaries that translate words in a
source language to multiple target languages. Some dictio-
naries provide separate translations for each distinct word
sense, which is particularly helpful for our purposes, but
others do not.

As TRANSGRAPH adds to the graph from each new en-
try in a dictionary, it assigns a new, unique word sense ID
for each word sense in that entry. Thus, edges for trans-
lations of the season ‘spring’ from the English dictionary
have one word sense ID, edges for translations of the flex-
ible coil ‘spring’ have a different word sense ID, and so
forth. When the translation in the entry is not word-sense
distinguished, TRANSGRAPH makes the conservative as-
sumption that each translation is in a distinct word sense.
Section 2.2 explains how we recover from word sense in-
flation caused by this assumption and from integrating mul-
tiple dictionaries.

We implement the translation graph as a relational
database. Each row in the Translation table represents an
edge in the graph, while each row in the Word sense equiv-
alence table represents the probability, prob(si = sj), that
two word sense IDs si and sj are equivalent.

2.2 Word-Sense Equivalence
As pointed out earlier, accumulating entries from multiple
dictionaries results in sense inflation. Below, we explain
how TRANSGRAPH addresses this problem by computing
word-sense equivalence probabilities of the form prob(si =
sj).

Figures 2 and 3 give a schematic illustration of how
TRANSGRAPH accumulates entries from multiple dictio-
naries. Figure 2 shows graph edges from an entry for
the word E from an English dictionary that gives transla-
tions into French, German, Hungarian, Polish, and Span-
ish. TRANSGRAPH assigns the word sense ID 1 for these
edges. This figure also shows edges from an entry for word

Nodes are 
words, 

vertices are 
senses 

(intrinsic 
meanings)

Oren Etzioni, Kobi Reiter, Stephen Soderland, and Marcus Sammer. 2007. Lexical Translation with 
Application to Image Search on the Web. Proceedings of Machine Translation Summit XI.

Translation Graph
(Etzioni et al. 2007)



Thinking further

• Consider word meanings as set of uses

• Translations show that sets overlap

• Make inferences about the structure of 
uses-space through available translations

• Extend this approach to higher structures 
phrases, sentences, paragraphs, texts



Finding and using 
homologues (“cognates”)

• Traditional “historical-comparative method”

• Ignore changes in meaning

• Look for forms that have the same origin

• Changes in form to infer a phylogeny

• Similar to nucleotide-alignment



h u n d

h o n d

h ou n d

German Hund
Dutch hond

English hound (not dog !)



Challenges

• How to find (possible) homologues 
meanings often have changed

• Alignment difficult
strings are short

• But: letters are more informative than 
nucleotides

• Interpretation different
Recurrent changes only count as one change, though the more 
frequent, the better the argument for phylogenetic structure



Hagen Jung

• Search for minimally necessary edits on a tree

• Evaluate cognates by their fit on a tree

• This results in a phylogeny with sound 
changes and cognate sets in one process
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57

+ k

46  

+ e

86

u -> ö

95

+ e

96

++ c

danish swedish dutch german english

æ -> ü
43     

88   

ö -> ø

a -> æ
54    

n -> d
47    

e -> i
45    

z -> t
61    

- e
41    

81

d -> t

47

+ c

76

+ t

55

s -> h

50

+ a

62

++ h

45

+ h

98

e >> a

79

+ d

53

+ ä

81

- j

81

+ ö

52

i -> e

100

+ s

75

+ a

62

++ h

66

- m

96

+ j

96

-- e

55

h -> s

73

+ u

90

++ o

67

++ a

81

f -> v

94

+ w

94

+ d

76

+ t

76

- m

Abbildung 2.18: Signifikante Ereignistypen der Topologie aus Abbildung 2.16



Lydia Steiner

• Follow traditional linguistic methodology as 
closely as possible

• Guess cognates, refine through learning 
algorithm

• Use changes in alignment to infer tree



Hunzib u č u z a b

Bezhta u č u z a b

Khvarshi u č u z a r

Khvarshi Inxokvari u č u z a r

Hinukh u č u z a w

Tsez Sagadin u č u z a w

Tzes Mokok u č u z a w



Tsez Sagadin

Tsez Mokok

Hinukh

Khvarshi

Khvarshi Inxokvari

Hunzib

Bezhta

1.0

Hunzib Bezhta

East TsezicWest Tsezic

HinuqTsezKhwarshi

Tsezic



The Descriptional Trinity:

•Grammar
•Text
•Dictionary


