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Reactions to Large Areal Consistencies

• Matthew Dryer (starting from 1989):

Problem for universals !

• Johanna Nichols (starting from 1992):

Great for investigation of history !

• Elena Maslova (starting from 2001):

How strong is the historical influence ?



Dynamic Typology
(Maslova 2002, 2004)



Dynamic Typology
(Maslova 2002, 2004)

• It is not the actual frequencies that matter



Dynamic Typology
(Maslova 2002, 2004)

• It is not the actual frequencies that matter

• It is the stable distribution that matters



Dynamic Typology
(Maslova 2002, 2004)

• It is not the actual frequencies that matter

• It is the stable distribution that matters

• A stable distribution is a situation in which just as 
many languages change from A to B as change from 
B to A.



Dynamic Typology
(Maslova 2002, 2004)

• It is not the actual frequencies that matter

• It is the stable distribution that matters

• A stable distribution is a situation in which just as 
many languages change from A to B as change from 
B to A.

• The extent to which the actual is different from 
the stable situation signals an effect of history
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change: 5%

8.3
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Expected stable distribution

5/10+5×250= =10/10+5×250
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Estimating Transition Probabilities

• Are transitions probabilities measurable at all ?

• If yes: use group internal variation of many groups

• For example:

‣ Instead of 100 genealogically unrelated languages

‣ take 25 groups of 4 closely related languages
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How to get probabilities of change ... 
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Change from 
red to blue: 

p = 2/18 = 11%
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blue: 17/11+17 = 61% (actual 40 %)

red: 11/11+17 = 39 % (actual 60 %)

Expected Stable 
Distribution:
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Problem:

‣ Originally red with 
one change to blue ?

‣ Originally blue with 
two changes to red ?
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probability of 
any change 
happening

= α· frequency (blue) + β

For groups of three languages:

α = 3· (pblue→red − pred→blue)

β = 3· pred→blue · (1 − pblue→red)

Elena Maslova’s breakthrough
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No tone Tone

Few vowels (<5)

Many vowels (≥5)

75 (+25) 11 (-25)

231 (-25) 206 (+25)

ϕ = .26, Fisher’s Exact p = 7· 10-10

Tone ~ Many vowels
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Actual No tone Tone

Few vowels (<5)
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Stable No tone Tone

Few vowels (<5)

Many vowels (≥5)

44 66

172 241

Expected Stable Distribution

ϕ = .01, Fisher’s Exact p = .83
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Conclusions

• Actual frequencies can be deceptive

• Expected stable frequencies can be estimated

• We need real samples for this 
(i.e. more than one language per group)



 


