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1. Introduction

The principle of linguistic typology is that
insight into the structure of human language
can be obtained by classifying languages
into types. The diversity and distribution of
types helps us understand the possibilities
and preferences of human language. The
traditional conception of such types was ho-
listic, meaning that the typology attempts to
characterise a complete language as belong-
ing to a particular type. At least since
Greenberg (1963) a different, more reduc-
tionistic approach has arisen, in which only
restricted domains of linguistic structure are
classified into types, e. g. the kind of word
order or the size of the phoneme inventory,
to name just a few random examples (see
Plank 2001 for a survey of 17th and 18th
Century precursors of the reductionistic ap-
proach). It then becomes an empirical ques-
tion whether the resulting typologies of dif-
ferent domains correlate with each other or
not. By investigating such correlations in a
sample of languages that are genealogically
and areally independent from each other, an
attempt is made to uncover regularities, or
even universals, of linguistic structure.

In this approach, the usage of data from
as many as possible languages is encour-
aged, but quantitative methods are not
widely used. Of the 37 articles that appeared
in the first six volumes of the journal Lin-
guistic Typology (1997K2002) there are
twenty that compare data from a wide vari-
ety of languages. However, only five of these
twenty articles were based on some kind
of representative sample of the world’s lan-
guages and only five out of twenty (not nec-
essarily the same) used some kind of quanti-
tative analysis of the data. In fact only one
article (viz. Siewierska 1998) actually pre-

sented frequencies as found in a stratified
sample of the world’s languages and only
one other article (viz. Fenk-Oczlon/Fenk
1999) presented quantitative analyses on a
cross-linguistic convenience sample of 34
languages. As far as the publications in Lin-
guistic Typology are representative of the
field of linguistic typology, this indicates that
the usage of strict sampling procedures and
quantitative analyses is not widespread.

The scarcity of usage of quantitative
methods is also reflected in their somewhat
unsophisticated application. Even so, I will
survey the various quantitative approaches
that have been used in the literature. In con-
trast to other surveys of quantitative
methods in typology, like Altmann/Lehfeldt
(1973) or Perkins (2001), I will not focus on
measures and statistical tests that could be
used in typology, but only discuss those
methods that have actually been used and
point out possible pitfalls with them. The
present exposition will be organised along
three main themes. First, in section 2, I will
discuss various approaches to the problem
of sampling. The central question here is
which of the thousands of languages should
be investigated in a typological study and
what conclusions can be drawn from any
such sample. Next, in section 3, the problem
of establishing types will be discussed. In
most contemporary typological investiga-
tions the types are defined qualitatively. In
this section, I will summarise some quantita-
tive methods to classify a language as be-
longing to a particular type. Finally, in sec-
tion 4, the interpretation of typological data
is examined from a quantitative point of
view.

2. Sampling

2.1. Using data from many languages
When one intends to use data from a wide
array of languages, the first question that
arises is which languages one should investi-
gate from among the 5.000 to 10.000 lan-
guages presently spoken. In most typological
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studies, the set of languages chosen is a con-
venience sample, meaning that there is no a
priori restriction on which languages might
or should be included. Indeed, this is the
best way to go for any exploratory study K
and most typological investigations are still
exploring the linguistic potential of human
language. However, as soon as general pat-
terns are observed, it is important to check
such patterns in a more thoughtfully se-
lected sample of the world’s languages. This
is the only way to assess the merit of any
hypothesised generalisation about human
linguistic structure. The question how to es-
tablish such a sample is the most widely dis-
cussed aspect of typological methodology,
though this still means only about five origi-
nal contributions (viz. Bell 1978; Dryer 1989;
Perkins 1989; Rijkhoff et al. 1993; and Mas-
lova 2000a).

The most widespread approach to sam-
pling, as used throughout the social sciences,
is to represent the diversity of phenomena
using a stratified probability sample. A
probability sample is, roughly spoken, a ran-
domly chosen subset of the world’s lan-
guages. By adding a stratification it is pos-
sible to delimit the influence of known bi-
ases. I will discuss various guidelines as pro-
posed in the literature on how to compose a
stratified probability sample in section 2.2.
A general problem of probability samples is
that the best they can do is to represent the
actual world’s languages, which are not nec-
essarily the same as the possible human lan-
guages. Various reactions to this discrepancy
will be considered in section 2.3.

The major form of criticism from the
wider linguistic community to any kind of
sampling is to point out errors of observa-
tion (i. e. “incorrect attribution of character-
istics to languages”, Bell 1978, 126). Typi-
cally, such criticism takes the form as found
in Campbell et al. (1988) who react to Haw-
kins (1983) by “correcting some wrongly re-
ported word-order patterns in certain lan-
guages [.] We make no attempt to be ex-
haustive, but rather concentrate on lan-
guages of our experience and patterns that
otherwise seem suspicious, i. e., are of a low
frequency of occurrence in the sample”
(Campbell et al. 1988, 210). It is of course of
great importance to correct errors, but er-
rors as such are not a major problem for a
sample study. Errors will always be present
and often they will neutralize each other
(though the larger the sample, the greater

the chance that some erratic residue will re-
main). A much more valid kind of criticism
is to show that there is a consistent direction
in the errors, leading to a systematic bias in
the sample. The corrections as made by
Campbell et al. (1988) do exactly the oppo-
site: by focussing on a particular subset of
the sample (viz. those languages they know
well, and those languages that have an un-
common type in the original study by Haw-
kins) they induce a bias, thereby reducing
the validity of the sample.

To be able to discuss the various ap-
proaches to sampling, a short terminological
clarification is necessary. I will use the term
genus for “genetic groups roughly compa-
rable to the subfamilies of Indo-European,
like Germanic and Romance” (following
Dryer 1989, 267; cf. Bell 1978, 147; the
term family is used for the same concept by
Nichols 1992, 24). There appears to be
rather general consensus about this notion,
although nobody has been able to give a
stricter definition than the one cited above.
In an attempt to do so, a genus is sometimes
equated with a group of related languages,
which have maximally diverged for 3500
years (Bell 1978, 147; Dryer 1992, 84 n. 2).
However, units that are called genera are of-
ten much less old K and sometimes much
older (Nichols 1997, 362K363). Also note
that looking at groups with a maximal diver-
gence of 3500 years is not the same as look-
ing at the number of languages 3500 years
ago (Dryer 2000, 345K346). Besides genus,
the term stock will be used for the maximal
reconstructable unit, i. e. the highest node
in a genealogical tree (cf. Bell 1978, 148;
Nichols 1992, 25; the term phylum is used
for the same concept by Perkins 1992, 128).
The content of this notion of course highly
depends on whose reconstruction one is in-
clined to believe.

2.2. Probability samples
The first extensive discussion of sampling
techniques applied to linguistic typology is
presented by Bell (1978). He strongly en-
courages the usage of a stratified probability
sample and discusses many options of sam-
ple stratification. However, he only works
out a stratification along genealogical lines
in any detail. For each stock he estimates the
number of genera. The number of languages
sampled for each stock should be propor-
tional to the number of genera in the stock
(Bell 1978, 147K149). For example, Bell lists
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12 genera for Indo-European, out of a total
of 478 genera for the whole world, thus a
sample should contain 12 / 478 Z 2.5 %
Indo-European languages.

The concept of a purely genealogical
stratification has been perfected by Rijkhoff
et al. (1993; 1998). Their method is designed
to increase the probability of a rare type be-
ing represented in the sample. For each
stock, they consider the complete structure
of the genealogical tree to compute the di-
versity value (DV), relative to which the
sample should be proportional. The formula
to compute the DV for a particular stock is
shown in (1). In this formula, L is the num-
ber of levels of the genealogical tree and Nx
is the number of nodes at level x. The for-
mula basically adds together the change
in the number of nodes at each level
(Nx K Nx K 1), but it values the additions in
the higher levels of each stock as more im-
portant than the additions in the lower levels
(as expressed by the factor L K x C 1/L
in the formula). The other factor
(LmaxK x C 1/Lmax) adds a kind of normali-
sation between stocks, limiting the DV of
‘deep’ stocks with many intermediate levels
(Lmax being the maximum number of inter-
mediate levels of any tree in the world, in
their case 16 from Niger-Kordofanian).

DV Z ∑
xZ1

L

(Nx K NxK1)
(L K x C 1)

L

(Lmax K x C 1)

Lmax

(1)

A particularly nice aspect of this approach
is that it can be applied recursively within
genealogical units to decide from which part
of the tree a language has to be chosen.
Rijkhoff et al. also propose to include at
least one language for each highest node, an
approach that leads to a diversity sample
(Rijkhoff et al. 1993, 184K190; Rijkhoff/
Bakker 1998, 271K277).

Other stratifications are sometimes used
in combination with a genealogical one. A
combination of genealogical and areal strati-
fication is used by Tomlin (1986, 24K32).
He started from a convenience sample of
1063 languages, which he subsequently re-
duced to 402 languages to represent the ge-
nealogical and areal diversity of the world’s
languages. For the genealogical stratifica-
tion, Tomlin refers to Bell’s (1978) proposal
to represent the number of genera per stock.
However, Tomlin actually uses a different
method, as his sample represents the num-

ber of languages per genus (this means that
if a particular genus has, for example, 30 lan-
guages out of a total of 6.500 languages in
the world, then this genus should ideally be
represented in the sample by 30 / 6.500 Z
0.46 % of the languages). For the areal stra-
tification, Tomlin used an intuitively estab-
lished division of the world in 26 areas based
on “non-controversial” (Tomlin 1986, 301)
areas, limiting the restovers by major conti-
nental boundaries (Tomlin 1986, 29). A dif-
ferent approach is a combination of genea-
logical and cultural stratification as used by
Perkins (1992, 129K133). Basically, Perkins
included one randomly chosen language per
stock, taking care not to take two languages
from the same cultural area (for the deter-
mination of cultural areas, Perkins refers to
an unpublished thesis by Kenny, based on
an analysis of cultural traits as proposed by
Murdock).

There are various problems with stratified
probability samples. The first problem with
any stratification is that the resulting sample
completely depends on the classification
that is followed to obtain the stratification.
For example, Rijkhoff and Bakker (1998,
277K292) show that genealogically strati-
fied samples (especially the smaller ones)
change drastically depending on the genea-

logical classification that is used. As genea-
logical classifications are especially prone to
fierce scientific debate, the position taken in
this issue will strongly influence any genea-
logically stratified sample. Second, a stratifi-
cation is especially effective if the parameter
of investigation is known (or expected) to
be more homogeneous within each stratum
than between the strata. For example, the
500-odd Bantu languages are strongly ho-
mogeneous in having all an SVO basic word
order (with one or two exceptions). This ho-
mogeneity will substantially raise the num-
ber of SVO languages in a genealogically
unstratified sample (cf. Dryer 1989, 258).
However, genealogical classifications are
mostly based on lexicographic and phono-
logical/morphological comparison, which
does not necessarily imply a relation to, for
example, syntactic properties like word or-
der. So it is not clear beforehand whether a
genealogical stratification is of any use for a
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typology of a syntactic parameter. Indeed,
low-level genealogical strata can show a
large variability on syntactic parameters
(see, for example, the high diversity of in-
definite pronouns within Germanic or Ro-
mance, as described in Haspelmath 1997).
Such variation within genealogical strata
casts doubt on the usefulness of such a stra-
tification. Especially higher levels of genea-
logical relationship are prone to show a high
amount of typological diversity as higher ge-
nealogical units are often based on very re-
stricted evidence, leaving much room for
variation.

There are two different approaches to
deal with these problems. First, Dryer (1989;
1991; 1992) simply ignores all genealogical
levels higher than the genus for his stratifica-
tion. He uses a stratification along genera,
but he does not propose any kind of prob-
abilistic representation of genera. He seems
to want to include all genera as attested
among the world’s languages (cf. Dryer
1992, 133K135). He also checks the consis-
tency within each genus by sampling (prefer-
ably) more than one language from each ge-
nus. Obviously, the disadvantage of this ap-
proach is that extremely large samples are
needed. In contrast, Perkins (1989) accepts
a full genealogical stratification, but he pro-
poses to check its usefulness by statistical
calculations. He describes a method that
compares the variation within a stratum
with the variation between the strata. This
method can be used to assess the optimal
grain for a stratification. For example, Per-
kins reanalysed Tomlin’s (1986, 301) areal
stratification concluding that “the continen-
tal grid size displays the maximum effect for
word order. Consequently, I infer that conti-
nents should be used as the highest level
strata for a language sampling frame for ba-
sic word order” (Perkins 1989, 309). Note
though that this method can only be used
post-hoc, meaning that only after data have
been collected, this method can calculate the
optimal stratification.

2.3. Actual vs. possible languages
A general problem for all sample studies is
that the best they can do is to represent the
actual world’s languages. However, many in-
vestigators would like to use typological
samples to make inferences about possible
human languages. It is conceivable, though,
that the actual world’s languages are not
representative of the possible human lan-

guages. For example, having clicks is ex-
tremely rare among the world’s languages,
so typologically speaking there has to be a
restricting factor somewhere. However, the
question is whether there is an inherent lin-
guistic reason restricting the presence of
clicks in the phoneme inventory, or whether
there is a completely different rationale for
their current distribution. For example, it
might just as well have been a coincidence of
historical development that those languages
with clicks did not spread their characteris-
tics among the world’s languages. This possi-
bility implies that the scarcity of a linguistic
phenomenon does not necessarily indicate
that it is linguistically marked.

The actual and the possible only meet in
what Maslova (2000a, 326) calls a ‘stationary
distribution.’ In such a distribution, the net-
result of all language change does not influ-
ence the frequencies of occurrence of the
types; the number of changes between the
types is in balance. Maslova (2000a, 315K
325; 2000b, 357K361) uses a stochastic Fel-
ler-Arley model to investigate the potential
effects of changes on the actual frequencies
of structural types in a language population.
The effects turn out to be most salient in
little populations. She concludes that “the
current [typological] distributions need not
be independent of their initial counterparts.
In particular, they may still bear statistically
significant traces of those [.] events that
had happened [.] when the language popu-
lation had been small” (Maslova 2000a,
326). In other words, there is reason to as-
sume that the actual world’s languages are
not mirorring possible human language.

This position is most forcefully defended
by Nichols (1992; 1995; 1996; 1997). She at-
tempts to interpret areal skewing of types as
the result of historical processes. To her, ty-
pology is the “linguistic counterpart to
population biology and population genetics,
which analyse variation within and between
populations of organisms and use the results
to describe evolution” (Nichols 1992, 2). In
practice, she compares frequencies of occur-
rence of linguistic types between various
geographical regions (cf. section 4.6.). She is
rather eclectic as to which geographic re-
gions she compares, though natural barriers
(mountain ranges, large water masses, coast-
lines) play an important role to delimit the
areas. In her more recent works, the areas
investigated have become more and more
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determined by hypothesised economic/po-
litical influences on linguistic distribution.

A different approach to the possible mis-
match between the actual and the possible
world’s languages is to devise a method that
controls for this mismatch. Both Perkins
(1989) and Dryer (1989) propose such a
method by counting only independent cases,
i. e. count only those cases of which one is
sure that there is no historical connection
leading to shared characteristics. Perkins
(1989) uses a kind of ANOVA model to ana-
lyse the dependency of variation between
the languages in the sample according to a
particular stratification. He proposes to re-
duce the sample until there is no significant
association any more between the sample
and the stratification. Using his method on
the 1063-languages sample from Hawkins
(1983), Perkins ends up reducing this im-
mense sample to only forty-three genealogi-
cally and areally independent cases. This
method regularly leads to rather small sam-
ples of about 50 languages. Perkins recom-
mends “using around a hundred languages
for most linguistic samples to balance the re-
quirements for representativeness and inde-
pendence in samples. The results from using
samples of this size should always be
checked, however, to determine if the vari-
ables under considerations significantly vary
across language groups” (Perkins 1989, 312).

Dryer (1989) proposes an even stronger
criterion of independence. He considers only
five large continental areas (in later publica-
tions there are six areas, see Dryer 1991;
1992) and “the only assumption about inde-
pendence is that these five areas are inde-
pendent of each other” (Dryer 1989, 268).
Within each area, he counts the number of
genera of a particular type, allowing for a
genus to be split if its languages are not ty-
pologically uniform on a specific parameter
(split genera are called ‘subgenera’, cf.
Dryer 1989, 289 n. 4), Any preference
should be attested in all areas for it to be
interpreted as a linguistic universal (see sec-
tion 4.5. for a detailed exposition of his
method).

2.4. Other approaches to sampling
Maslova (2000a, 328K329) describes a com-
pletely different method to establish a sam-
ple of the world’s linguistic variation. She
proposes to estimate the transition probabil-
ities between types, i. e. the chances that a
language will change its type. These prob-

abilities can be used to compute the station-
ary distribution of linguistic diversity. Simply
put, when a transition from one type to an-
other, say from type Ti to type Tj, is much
higher than the opposite transition, from Tj
to Ti, then the result will be a proliferation
of Tj as compared to Ti. After a long enough
period, a stable situation will be reached in
which the frequencies of Ti and Tj are pro-
portional to the transition probabilities.

However, there remains the practical
problem of estimating transition probabil-
ities. We only have historical information on
very few languages K much too few to base
any valid estimates on. Circumventing this
problem, Maslova proposes two ‘apparent
time’ (cf. Labov 1994, 43 ff.) approaches by
using variation to estimate transition prob-
abilities. First, one could use genealogical
groups of recent origin and interpret any in-
ternal variation to reach an estimate for the
transition probabilities. However, it is ques-
tionable whether it is really possible to find
enough suitable genealogical groups among
the world’s languages to make a statistically
valid estimate. It is also often difficult to in-
fer the direction of change on the basis of
variation alone. Maslova’s other proposal is
to relate the number of ‘mixed type’ lan-
guages in a sample to the number of ‘pure
type’ languages, interpreting languages of a
mixed type as intermediate cases in a transi-
tion. However, the designation ‘mixed type’
is highly dependent on theoretical interpre-
tations, as a ‘mixed type’ might just as well
be an unrecognised pure type. Even more
problematic, the proportion of mixed type
languages in a sample is both a result of
transition probability and transition speed.
Transition speed is not constant; some lan-
guages might stay in an intermediate stage
for a long time, while others do not. It seems
to be impossible to tease apart probability
and speed. And then, even if one succeeds
in estimating transition probabilities, it is
still possible that these estimates are only
valid for the present world’s languages. The
probabilities of transitions might have been
different in the past and might be different
in the future.

Compiling a typology of transitions is an
interesting approach in itself because it is an
attempt to directly investigate the possibil-
ities of language change (cf. Cysouw 2003b,
245K294 for an attempt to collect a large set
of transitions of the paradigmatic structure
of person marking). The results of such an
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investigation are a priori independent of a
synchronic typological survey. Only in a sta-
tionary distribution will synchronic and dia-
chronic typologies give compatible results.
This implies that all of the above points of
criticism also apply to the reverse situation.
Not only is it dangerous to deduce syn-
chronic patterns (e. g. universals) for dia-
chronic data (e. g. transition probabilities),
but it is also troublesome to infer a typology
of change from a purely synchronic typologi-
cal survey. There is a recurrent attempt in
the literature to explain typological patterns
with the help of hypothesised universals of
language change. For example, Vennemann
(1974, 347) proposes to explain exceptions
to his typological generalisation of ‘natural
serialization’ by invoking language change.
Such conclusions are dangerous, if not
downright unwarranted (cf. Mallinson/Blake
1981, 434K435 for detailed criticism to Ven-
nemann). Likewise, Plank/Schellinger (2000)
propose to interpret some universals about
dual marking diachronically. They are more
cautious than Vennemann in their conclu-
sions, but the basic problem remains. Meth-
odologically, a claim about diachronic laws
is only possible if the languages in the sam-
ple are investigated diachronically. To make
a typology of possible changes, one has to
investigate a sample of transitions, not a
sample of synchronic types.

Finally, a rather different approach to-
wards sampling was pioneered by Plank/
Schellinger (1997). They investigated Green-
berg’s (1963) implicational universals 37 and
45, which (roughly summarised) state that
gender in the plural implies gender in the
singular. In their study, Plank/Schellinger
presuppose this to be true, though they note
that there are quite a number of counterex-
amples, contrary to what is often assumed
(see also section 4.3. on the problem of
counterexamples). Their attractive approach
to investigating the possibilities of human
language is to construct a heavily biased
convenience sample consisting only of coun-
terexamples to Greenberg’s universals. With
this collection of ‘quirks’ they are able to es-
tablish deeper insights into the universally
valid possibilities of human language. They
summarise that “it is hard to know whether
the amount of exceptions now on record
should cause concern. Encouragingly, it is
still with more than chance frequency that
gender distinctions prefer the singular over
non-singulars [.] Nonetheless, when well

above 10 % of the languages examined are
at odds with what is being predicted [.] this
would not seem an entirely negligible mar-
gin” (Plank/Schellinger 1997, 93). This ap-
proach to sampling K collecting examples
of cross-linguistically rare phenomena K is
also used by Cysouw (forthcoming a, b, c) to
investigate typologically unusual patterns of
person marking. Other examples are Has-
pelmath (1994), investigating boundary
changes in morphological structure, and Ol-
son/Hajek (2003), investigating the labial
flap.

3. Establishing types

3.1. Continuous parameters
Besides the choice of languages, the other
basic precondition to establish a typology is
to delimit the types. In most current investi-
gations, types are established categorially. In
such an approach, there are strict definitions
that govern to which type a language be-
longs. In contrast to this categorial ap-
proach, a few authors use continuous pa-
rameters. Greenberg (1990 [ 1954/1960]) was
the first to propose non-categorial measure-
ments, in his case to characterise the mor-
phological type of a language. He proposes
various indices based on text counts. For ex-
ample, he defines the degree of synthesis (or
‘gross word complexity’) of a language as
the ratio M/W, where M is the number of
morphemes in a particular stretch of text
and W is the number of words in the same
text. Greenberg’s measurements have been
refined by Krupa (1965).

Fenk-Oczlon/Fenk (1985; 1993; 1999) use
texts counts to test various correlations in-
spired by Menzerath’s Law (cf. art. No. 67)
on a cross-linguistic sample of languages.
Also Myhill (1992) discusses many different
indices based on text counts (cf. art. No. 53).
In the same vein, Altmann/Lehfeldt (1973,
71K121) propose many different measure-
ments for all levels of structural analysis,
mostly for phonology and morphology, but
also a few for syntax. Unfortunately, the
measurements proposed by Altmann/Leh-
feldt have never been used in a typological
survey. In all investigations that use text
counts, there is some attempt to control for
the type of texts used (for example, often
only story-telling monologues are used).
Only Fenk-Oczlon/Fenk (1985; 1993; 1999)
use translations of a controlled set of utter-
ances for their typological text counts.
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In this tradition, a fair amount of work
has been done on the question of the explic-
itness of marking of noun phrases (NPs).
Languages differ as to how often full NPs
or, converse, zero markers are used to mark
arguments. Givón (1983, 17K18) estab-
lished a continuum of accessibility from zero
marked argument, through clitics, dislocated
NPs, to full NPs. He hypothesises that, as
the contextual identification of an argument
becomes more difficult, a construction will
be used high on this continuum. He devel-
oped various indices to measure the diffi-
culty of contextual identification (Givón
1983, 14K15), like referential distance
(‘look back’), potential interference (‘ambi-
guity’) and persistence (‘decay’). For exam-
ple, referential distance “assesses the gap
between the previous occurrence in the dis-
course of a referent and its current occur-
rence in the clause [.] The gap is [.] ex-
pressed in the terms of the number of
clauses to the left” (Givón 1983, 13). Givón
and his co-workers investigated the correla-
tions between the accessibility continuum
and the various measures of contextual
identification by text counts for a small sam-
ple of the world’s languages. Later, Myhill
(1992, 20K52) extended this approach by
using slightly different indices and compar-
ing languages more directly. Bickel (2003)
uses a somewhat simpler measurement
called ‘referential density’, which is defined
as the ratio of the number of overt argument
NPs and the number of available argument
positions in a stretch of text. Although he
only compares three languages, he also in-
cluded within-language variability by estab-
lishing referential density for various speak-
ers (differencing for age, gender and liter-
acy) of each language. By using ANOVA
tests, he found that the between-language
variation is bigger than the within-language
variation.

A different quantitative approach to type
establishment is to combine various catego-
rial parameters into a complex parameter.
For example, Nichols (1992, 72K75) uses a
ratio of two parameters (viz. counts of head
and of dependent marking structures) which
both have a range from 0 to 9. Their ratio
looks like a continuous parameter, but this
is misleading. The original parameters can
only take whole numbers as values, so there
are actually only 10 different values on each
parameter (viz. all integers from 0 to 9). The
cross-section of the two parameters result

in 10*10 Z 100 different types. Taking the
ration of the two parameters reduces the
number of possible types to 60 (because
some ratios are identical, e. g. 2/8 Z 1/4). Al-
though this is a wealth of types for a typol-
ogy, strictly speaking it does not qualify as a
continuous parameter. The same method of
combining categorial typologies into some-
thing that looks like a continuous parameter
is used by Bakker (1998) to characterise the
flexibility of word order in a language (cf.
art. No. 59). A major pitfall with the usage
of such combined parameters is that they
are easily interpreted as indicating linguistic
variation on a continuous range. This misin-
terpretation can lead to erratic explanations
(see section 4.1.).

3.2. Semantic maps
One of the central difficulties for the estab-
lishment of types is the problem of cross-
linguistic comparability. Different languages
often have categories and constructions that
are alike to each other, yet they are almost
never exactly alike. By positing a categorial
definition (‘a language is of type A if charac-
teristic X is attested, but of type B if X is
not attested’), a researcher simply divides
the semantic/functional space of variation
into two distinct parts. A more detailed ty-
pology can be reached by the usage of se-
mantic maps (sometimes called cognitive
maps or implicational maps), a method first
used by Anderson (1982) to tackle the cross-
linguistic variability of marking perfectivity.
To establish a semantic map, various (etic)
functions of language are distinguished and
then for each language in the sample, the
(emic) categories or constructions that ex-
press those functions are established. A se-
mantic map for such data shows the (etic)
functions in a two-dimensional space. Lines
connect those functions that can be ex-
pressed by the same (emic) category or con-
struction in any language in the sample (see
Haspelmath 2003 for a detailed exposition
of this method).

A prime example of this approach is
Haspelmath’s (1997) investigation of indefi-
nite pronouns. He distinguishes nine func-
tions that can be expressed by an indefinite
pronoun. Theoretically, with nine functions
there are 29 K 1 Z 511 combinations pos-
sible (the K1 is added because there has to
be at least one function covered). However,
in a sample of 40 languages, Haspelmath
finds 133 indefinite pronouns showing only
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(1)                (2)                 (3)
specific
known

specific
unknown

irrealis
non-specific

(4)
question

(6)
indirect
negation

(5)
conditional

(8)
comparative

(7)
direct
negation

(9)
free choice

Fig. 40.1: Semantic map for indefinite pronoun functions (reproduced from Haspelmath 1997: 4).

(1) (2) (3)
(4)
(5)

(6)

(7)

(8)

(9)

Fig. 40.2: Two-dimensional approximation of the distances between indefinite pronouns func-
tions, based on Haspelmath’s (1997: 68K75) data (reproduced from Cysouw 2001: 611).

39 different combinations of functions. To
model this apparent restriction of possible
combinations, Haspelmath proposes a se-
mantic map, shown here in Figure 40.1. This
map restricts the number of possibilities
from 511 to 105. With two extra constraints
(Haspelmath 1997, 77), this number is fur-
ther reduced to 82, still about double the
number of the 39 cases attested. This model
overestimates the variation attested, a recur-
rent problem with semantic maps.

Another problem with this kind of ap-
proach is that a semantic map does not take
into account which combinations of features
are frequent and which are rare. Cysouw
(2001) reanalysed Haspelmath’s data incor-
porating the frequencies of occurrence of
the combinations of functions using multi-
dimentional scaling (cf. Croft/Poole 2004).

The basic idea is to place the nine (etic)
functions in a two-dimensional space in such
a way that the distance between any two
functions is proportional to their frequency
of (emic) co-occurrence. The result of a
purely mathematical approximation is shown
in Figure 40.2. The similarity to Haspel-
math’s “inductively established” (1997, 122)
map is striking.

3.3. Reducing continuous data
Parameters that use a continuous scale (or
distinguish very many types) are often re-
duced into just a few discrete types. There
are two possible reasons to use such a reduc-
tion. First, continuous scales might seem
somewhat tedious to work with, so a reduc-
tion to two or three discrete types can be
used to simplify the interpretation of the
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data. Second, there is a preference in the ty-
pological literature for typologies of just a
few types (about 2 to 5) on each parameter.
The preference for such parameters is prob-
ably based in the widespread belief among
linguists that everything essential in linguis-
tic structure will be discrete. Also, many lin-
guists find it conceptually more insightful to
interpret a situation of, for example, three
different classes of phoneme inventories
(small, regular and large) then to work with
a range from 11 to 141 phonemes.

At least five different strategies have
been used in the literature to reduce a con-
tinuous scale of typological variation (or a
scale with very many different types) to just
a few types of linguistic structure. The basic
problem is to decide where to put the cut-
off point. The following strategies have
been used:

K divide the linear scale into equal parts on
the linear scale;

K divide the linear scale into equal sizes of
the resulting groups;

K use frequently occurring types on the lin-
ear scale as cut-off points;

K use a confidence interval around a cen-
tral value;

K use similarity as established by a math-
ematical distance measure.

The first strategy K divide into equal parts
K is quite straightforward. For example,
Nichols (1992, 98) divides her complexity
range with values from 1 to 15 into three
equally sized subparts 1K5 (‘low’), 6K10
(‘moderate’) and 11K15 (‘high’). Another
example is Bakker (1998, 394K405) who di-
vides various parameters with values rang-
ing between 0 to 1 into three equal parts:
0K0.33, 0.34K0.66 and 0.67K1. Another
approach with the same result is to round
off decimal values. With this method Nichols
(1992, 73K74) reduces 35 different classes
of head/dependent ratio to 11 classes. The
problem with these reductions is that it does
not have any intrinsic motivation. It is just
a tool to turn continuous data into discrete
groups. Fenk-Oczlon/Fenk (1999, 157K158)
also use this rounding strategy to reduce a
continuous scale describing the average
number of syllables per clause. As syllables
always come in whole numbers, this reduc-
tion might be interpreted as describing the
prototypical number of syllables per clause.

The second strategy K divide into equally
sized group K at least makes more sense

methodologically. For example, Justeson/
Stephens (1984, 533) divide the range of
phonemic inventories into two parts in such
a way that each part consists of the same
number of languages in their sample. For ex-
ample, the cut-off point for the number of
vowels in a language is between nine and ten
vowels, because 25 out of their 50 languages
have nine or less vowels, and the other 25
have ten or more vowels. Maddieson (1984,
10K20) appears to use the same approach,
though he does not explicitly state his rea-
sons for establishing his cut-off points. This
kind of division still does not mean anything
linguistically, but at least the resulting
groups are roughly comparable in size,
which allows for easier statistical evaluation.

Both the first two strategies are mostly
meaningless linguistically. They are purely
formal strategies for division, without any
reference to content. However, as they are
independent of the data, this makes these
strategies suitable for all situations. In con-
trast, the following two strategies can only
be used with particular distributions of the
data. The third strategy K use frequently
occurring types as cut-off points K is for ex-
ample used by Nichols (1992, 97K98) to
simplify her typology of head/dependent ra-
tios, ranging between 0 and 1. She found a
few types in this range that were clearly
more common than others (but see Cysouw
2002, 78K79 for criticism on this analysis)
and she decided to use these types as cut-off
points. It remains unclear, though, to which
side of the cut-off point these common types
should be counted K and this decision
strongly influences the frequencies of the re-
sulting types. Yet, in principle a division in-
formed by the actual distribution of the data
is linguistically interesting. However, it can
only be used if the data show some peaks in
their distribution.

The fourth strategy K use a confidence
interval around a central value K can like-
wise only be used with a particular distribu-
tion of the data, namely only when the data
show a single peak inside the range. Lehfeldt
(1975, 284K285; see also Altmann/Lehfeldt
1980, 97K101) divides the phoneme inven-
tory range into parts using a statistical confi-
dence measure around the central peak. In
this way, he designates all inventories up to
18 phonemes as ‘small’ and all inventories
from 48 phonemes upwards as ‘large’. The
same approach is also used by Krupa/Alt-
mann (1966). The problem with this ap-
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proach is that it depends on a suitable math-
ematical model for the data in which confi-
dence intervals can be determined.

Finally, an interesting strategy to establish
discrete types from continuous data is used
by Altmann/Lehfeldt (1973, 34K48; 1980,
282K293). They use a mathematical similar-
ity measure (combining 10 different continu-
ous parameters) to establish a similarity ma-
trix of their sample of 20 languages. They
then organise the languages in a tree in
which more similar languages share a node.
Their method for organising the languages
in the tree is rather outdated, but recent cla-
distic methods from biology can be used in-
stead (cf. Felsenstein 2004 for a survey).
Such a tree of relative similarity can subse-
quently be used to determine discrete
groups of languages by choosing particular
branches as establishing a type.

4. Interpreting variation

4.1. One-dimensional skewing
When a sample of the world’s languages is
established and the languages in the sample
are all classified according to the parameter
of interest, then the next step is to interpret
the frequencies obtained. In almost all typo-
logical investigations, it turns out that the
various types on a particular parameter are
not uniformly distributed. Some types are
much more common than others. In the case
of continuous parameters (or parameters
with very many different types) quantitative
models can be of service. For example, the
size of phonological inventories varies
widely among the world’s languages. There
is a range from minimally 11 to maximally
141 phonemes with a median between 28
and 29 (Maddieson 1984, 7). Lehfeldt (1975;
see also Altmann/Lehfeldt 1980, 87K95) at-
tempts to model the distribution of inven-
tory size using a gamma distribution. This
result is criticised by Justeson/Stephens
(1984, 538K540; see also Stephens 1984,
651) because there does not seem to be a
sensible reason for using a gamma distribu-
tion, except that it fits the data rather nicely.
Instead, they propose a log-normal distribu-
tion, which also fits the data. However, this
model also has a motivation: Justeson/
Stephens reason that the number of distinc-
tive features used by a language is crucial,
not the number of phonemes themselves.
They argue that the number of distinctive

features used by a language is normally dis-
tributed and that “the number of distinctive
features exploited in a language is roughly
proportional to the logarithm of the number
of segments built up from them” (Justeson/
Stephens 1984, 539K540). This results in a
log-normal distribution for phonemes, which
is corroborated by the data.

Building on this distribution of phoneme
inventories, Altmann/Lehfeldt (1980, 151K
182) show that various characteristics of
phoneme distribution are related to the size
of the phoneme inventory K of a particular
language. For example, the repeat-rate R of
a language is defined as:

R Z ∑
kZ1

K

pk
2 (2)

In this formula, pk represents the chance of
occurrence of a phoneme k in the language.
The repeat-rate R describes the mathemati-
cal expectation of pk for all phonemes of a
language. If all phonemes were equally fre-
quent in a language (which is counterfac-
tual), it can easily be shown that R would be
identical to 1/K. However, starting from the
assumption that the chances for the occur-
rence of individual phonemes are geometri-
cally distributed, Altmann/Lehfeldt derive
that R should be roughly identical to 2/K.
This prediction very nicely describes the ac-
tual values of R in a sample of 63 languages
(1980, 151K159). Zörnig and Altmann
(1983) question the assumption of the geo-
metrical distribution of phoneme frequen-
cies. Assuming a Zipfian distribution (cf. art.
No. 16) they get a slightly better fit of the
data, though the formula for R is rather
complex and loses the intuitive attractive-
ness of the simpler 2/K.

There is a major pitfall for the interpreta-
tion of skewing of parameters. In some typo-
logical studies, the parameters are compos-
ites: their values are based on a combination
of various empirical measurements (cf. sec-
tion 3.1.). The interpretation of such com-
posite measures is dangerous, because it is
easily forgotten that they are not empirical
primitives and consequently the statistically
expected values are often not intuitively as-
sessable. For example, the central param-
eters used by Nichols (1992) are counts of
head (H) and dependent (D) marking struc-
tures in a language. In her approach to the
concept of head and dependent marking,
both counts are in principle independent: a
structure can be marked on both the head
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Fig. 40.3: Nichols’ complexity data (bars) and the statistically expected values (line), adapted
from Cysouw (2002: 77).

and the dependent, only on one of both,
or on neither. She uses various composite
measures that are based on these counts,
such as ‘complexity’ (defined as D C H)
and ‘head/dependent ratio’ (defined as D /
D C H). In the evaluation of these compos-
ite measures, Nichols forgets that the statis-
tically expected values are also composites.
For example, she finds a “roughly normal
distribution” for complexity, which she in-
terprets as “showing that languages avoid
the extremes of complexity” (Nichols 1992,
87K88). However, the statistically expected
distribution of her value for complexity has
about the same form as the attested distribu-
tion, as shown here in Figure 40.3 (cf. Cy-
souw 2002, 77). The same problem is at-
tested with her head/dependent ratio, about
which she claims that “it is bimodal, with the
greatest peaks at the extremes of exclusive
head marking [.] and exclusive dependent
marking” (Nichols 1992, 72K73). This seems
to imply that there is a tendency for a lan-
guage to be either head or dependent mark-
ing. In fact, the distribution described by
Nichols is almost purely the result of the
transformation D / D C H, not of the under-
lying data (Cysouw 2002, 78). In these cases,
the apparent skewing does not have to be
explained or modelled.

4.2. Implicational universals
Although the observation of skewing within
a single parameter is already a result of ma-
jor importance, most typological investiga-
tions do not stop there. The ultimate goal of
many typological investigations is the estab-

lishment of interaction between a priori in-
dependent parameters. The classical ap-
proach to analysing dependency between
two discrete typological parameters was in-
troduced by Greenberg (1963) and is con-
cisely set out in Greenberg (1978). The basic
tool is the implicational universal A / B,
which states that there is an interaction
between two parameters A and B in such
a way that exactly one of four theoreti-
cally possible combination of features, viz.
[AC, BK], does not occur among the
world’s languages. In words, such an impli-
cational universal amounts to saying: for all
languages, if a language has characteristic A,
then it also has characteristic B. However, if
a language does not have characteristic A,
then it can either have, or have not, charac-
teristic B (and both these options should oc-
cur). This kind of implication is what logi-
cians call ‘material implication’ and its inter-
pretation is rather different from the intui-
tive interpretation of the English statement
A implies B. The intuitive notion makes no
claim as to what happens if A is not true. In
contrast, the material implication explicitly
claims that both B and not-B should be at-
tested when A is not true.

There are two important derivatives of
the (material) implicational universal: the
bidirectional universal (or logical equiva-
lence) and the implicational hierarchy. The
bidirectional universal A 4 B is a combina-
tion of the two mutual implications A / B
and B / A. Such a universal claims that two
combinations of features do not occur among
the world’s languages, viz. [AC, BK] and
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[AK, BC]. However, Greenberg comments
that “statements of this type are hardly ever
encountered, perhaps because of their obvi-
ousness. They are probably worth more at-
tention in that they involve a very strong re-
lationship, stronger than that of a unidirec-
tional implication” (1978, 52).

An implicational hierarchy consists of “a
‘chain’ of implicational universals, so that
the implicatum of the first universal is the
implicans of the second, the implicatum of
the second universal is the implicans of the
thirds, and so on” (Croft 1990, 96K98). A
set of chained universals is shown in (3a).
Such a chain is not equivalent (in the math-
ematical sense) to the nested chain as shown
in (3b). The logically accurate way to formu-
late an implicational hierarchy is shown in
(3c). Because this notation is rather cumber-
some and uninformative, a hierarchy will
normally be summarised by using another
symbol instead of the implicational arrow, as
for instance shown in (3d). Finally, another
equivalent way to depict a hierarchy is
shown in (3e). This table shows that five dif-
ferent types of languages have been attested
out of 24 Z 16 logically possible types. The
parameter-settings in this table-like layout
intuitively show the hierarchical structure.

(3) a. A / B
B / C
C / D

b. A / (B / (C / D))
c. (A / B) & (B / C) & (C / D)
d. A O B O C O D
e. A B C D

type 1: C C C C
type 2: K C C C
type 3: K K C C
type 4: K K K C
type 5: K K K K

A central aspect of the implicational ap-
proach is that some of the logically possible
types do not exist among the world’s lan-
guages. However, more often than not, it is
not as simple as that. Some counterexamples
or even whole subregularities are bound to
appear among the world’s linguistic diver-
sity. One proposal to deal with this is to ex-
tend the power of the implicational univer-
sal, as put forward by Hawkins (1983). He
used concatenations of implications like, for
example, in (4) to reach exceptionless state-
ments. By nesting implications, it is possible
to include subregularities within a major im-

plicational pattern (see Pericliev 2002 for a
refinement of this approach).

(4) If a language has SOV word order,
then, if the adjective precedes the noun,
the genitive precedes the noun.

Hawkins (1983, 64) uses the notation as
shown in (5a), though this is logically
equivalent to the expression in (5b). In gen-
eral, any nested set of implications like (6a)
can be reformulated as a single implication
with a conjoined implicans, as shown in (6b).

(5) a. SOV / (AN / GN)
b. (SOV & AN) / GN

(6) a. A / (B / (C / . (Y / Z)))
b. (A & B & C & . & Y) / Z

There are various problems with the usage
of such nested implicational universals.
First, statements like (5a) seem to imply a
relative order of importance among the pa-
rameters, though strictly logically this is not
the case. This can easily be recognised by
considering the equivalent expression (5b).
In this expression, the order within the con-
junction is not important (SOV & AN) b
(AN & SOV). Thus, in the extended impli-
cational universals the order of all param-
eters, except for the last, is of no importance
(cf. Pericliev 2002, 54 n. 4), The implication
SOV / (AN / GN) is logically identical
to AN / (SOV / GN).

Second, an extended implicational univer-
sal is not a very strong statement, contrary
to what it might look like at first sight. A
statement like (4) seems rather interesting,
linking three different characteristics into a
meaningful bond. However, logically only
one of the eight theoretical distribution of
values is actually excluded by this statement
(viz. SOVC, ANC, GNK). This weakness
becomes even stronger as more implications
are nested like in (6a). For each extra level
of nesting, the theoretical possibilities dou-
ble, yet the number of excluded value set-
tings remains the same: no matter how long
the concatenation of implications, only one
value setting is excluded.

Finally, and most crucially, there is a dan-
gerous empirical pitfall with the usage of
nested implications (cf. Dryer 1997, 140K
141). The problem occurs if a single implica-
tional universal already presents a strong
generalisation. For example, the second
nested implicational universal proposed by
Hawkins (1983, 65) is shown in (7a). As al-
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ready discussed, this is equivalent to (7b).
However, if only the second part of this
statement, as in (7c), is considered, this uni-
versal has only two counterexamples in
Hawkins’ data, both of them Aztecan lan-
guages (but see Campbell et al. 1988, 211K
212 for a different view of the Aztecan
data). Now, it is rather easy to make this im-
plication exceptionless by adding any untrue
statement about Aztecan languages as an
extra implicans. For example, Aztecan lan-
guages do not have tone, so the statement
in (7d) does not have any counterexamples
anymore. However, being a tone language
does not seem to have any sensible typologi-
cal relation to word order regularities. This
example illustrates that by nesting implica-
tions one can always get rid of exceptions,
but possibly at the cost of adding senseless
constraints.

(7) a. VSO / (NA / NG)
b. NA / (VSO / NG)
c. VSO / NG
d. Tone / (VSO / NG)

4.3. The problem of exceptions
From the start, the implicational approach
suffered from the problem of exceptions.
Greenberg (1963) already qualified some of
his implicational universals as holding only
“with overwhelmingly greater than chance
frequency.” For others he did not add this
qualification. However, Comrie (1989, 20)
rightly commented that “it is virtually im-
possible in many instances to distinguish
empirically between absolute universals and
strong tendencies [.] either the universal is
absolute, or we happen not yet to have dis-
covered the exceptions to it.” Dryer (1997)
even forcefully argues that statistical univer-
sals are better than absolute universals.
Many typological studies go into great detail
to discount the exceptions to the implica-
tional universals that are encountered. How-
ever, empirically this tactic is not legitimate,
as it is often just as well possible to cast
doubt on the classification of the regular
cases (cf. section 2.1.).

Cysouw (2003a) points out two pitfalls for
the typologist’s disposition towards estab-
lishing absolute implicational universals
(and their derivatives). The first problem is
that non-occurrence of a particular combi-
nation of types (the basis of the implica-
tional analysis) does not necessarily mean
something. Compare the hypothetical distri-

butions of a 100-language sample as shown
in (8). Both distributions show an empty cell
in the cross-section of two parameters A and
B, which would traditionally be interpreted
as qualifying an implicational universal
A / B. This works fine for the distribution
in (8a), which has one zero and a significant
interaction (p ! 0.0001). However, the dis-
tribution in (8b) also has exactly one zero,
but does not show any statistical interaction
(p Z 0.10), so the inference is wrong in this
case.

(8) a. AC AK

BC 26 48
BK 0 26

b. AC AQ

BC 14 72
BK 0 14

I have used Fisher’s Exact test here to argue
for or against significance of interaction.
This test will be used throughout this sec-
tion. However, this does not mean that this
is necessarily the best test to apply to test
typological frequencies (cf. section 4.5.). I
will report here one-sided exact p-values
(which is the weakest version of this test).
Dryer (2003, 124K126) appears to report
one-sided p-values for the same or stronger
association, and Maslova (2003, 105K106)
appears to report two-sided p-values for the
same or stronger association. The use of
either of these depends on the hypothesis
that is tested and the resulting values may
differ rather strongly for one and the same
distribution.

The basic assumption for using Fisher’s
Exact (or other measures of interaction) is
that the parameters are established inde-
pendently of each other. The test assumes
the proportion of AC to AK and the pro-
portion of BC to BK is given and calculates
on this basis whether there is statistical rea-
son to assume an interaction between the
two parameters A and B. It does not say
anything about the reasons for any skewed
distribution of the parameters in isolation K
these remain to be explained. For example,
in (8b) no interaction between A and B is
attested, so the zero does not have to be ex-
plained. However, the distributions of both
A and B in isolation are heavily skewed (the
plus to minus ratio is 1 : 6 in both cases).
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These skewed distributions still have to be
explained.

The second problem with the typologist’s
focus on implicational universals is that in-
teresting distributions are possibly dismissed
because there are no empty cells. Compare
the hypothetical distributions of a 100-lan-
guage sample as shown in (9). Both distribu-
tions show ample occurrences of all possible
combinations of types, so from the view-
point of implicational universals there is
nothing of interest going on here. However,
the distribution in (9a) shows an equally
strongly significant interaction as the distri-
bution in (8a) (p ! 0.0001). For a theory of
linguistic structure, this distribution is very
interesting. In contrast, the distribution as
shown in (9b) does not show any significant
interaction (p Z 0.12).

(9) a. AC AK

BC 35 15
BK 15 35

b. AC AK

BC 26 33
BK 15 26

Cysouw (2003a) concludes from such exam-
ples that the presence of any statistical sig-
nificant interaction is more important than
the occurrence of zeros. However, a distri-
bution with both a significant interaction
and a zero, like in (8a), remains of special
interest. Maslova (2003) describes a useful
test to distinguish between different kinds of
statistically significant interactions. When
there is a significant interaction between
two parameters A and B, she proposes to
correlate both parameters to a third K de-
rivative K parameter. This new parameter
contrasts the cases that are in line with the
correlation (i. e. the cases [AC, BC] and
[AK, BK], abbreviated below as A Z B)
with those cases that go against the cor-
relation (i. e. the cases [AC, BK] and
[AK, BC], abbreviated below as A s B).
There are three different kinds of results
when both original parameters are corre-
lated with this new derivative parameter:

K The two extra tests both show a signifi-
cant interaction. This can be called a two-
sided asymmetrical dependency;

K Only one of the two tests shows a signifi-
cant interaction. This can be called a one-
sided asymmetrical dependency;

K Both tests do not show a significant inter-
action. This can be called a symmetrical
dependency.

The three kinds of significant interactions
are exemplified in (10) to (12), respectively,
In all these examples, the table labelled ‘a’
shows the original distribution of cases and
the tables labelled ‘b’ show the two addi-
tional tests. Both asymmetrical dependen-
cies in (10) and (11) are characterised by
one cell that is relatively empty. Asymmetri-
cal dependencies thus resemble the tradi-
tional typologist’s notion of the implica-
tional universal. However, this is only a su-
perficial characterisation that cannot be re-
versed (i. e. one cannot deduce from a rela-
tively empty cell that there is an asymmetri-
cal dependency). Maslova (2003) uses the
names ‘strong unidirectional implication’
and ‘weak unidirectional implication’, re-
spectively, for the two-sided and one-sided
asymmetries. However, these labels are mis-
leading in either of the two possible read-
ings. First, there is no difference in the
strength of the implication (both are equally
strongly significant). Second, ‘strong unidi-
rectionality’ would most appropriately refer
to a more asymmetric situation, which
would suggest the one-sided dependency
and not the two-sided dependency.

(10) A two-sided asymmetrical dependency

a. AC AK

BC 33 30
BK 4 33

p ! 0.0001

b. AC AK BC BK

AZB 33 33 AZB 33 33
AsB 4 30 AsB 30 4

p ! 0.0001 p ! 0.0001

(11) A one-sided asymmetrical dependency

a. AC AK

BC 21 21
BK 4 54

p!0.0001

b. AC AK BC BK

AZB 21 54 AZB 21 54
AsB 4 21 AsB 21 4

p Z 0.11 (n. s.) p ! 0.0001
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It is tempting to interpret a one-sided asym-
metric distribution, like (11a), as showing an
influence from B on A, but not the reverse
(cf. Maslova 2003, 106). However, it remains
to be seen whether the difference between
the two-sided and the one-sided asymmetry
is linguistically salient. Asymmetric depend-
encies can be used as a statistically valid re-
placement of the implicational universal. I
propose to use the notation ‘A w B’ for both
asymmetric dependencies, highlighting that
there is no direction in the dependency. The
symmetrical distribution in (12) also intui-
tively shows the symmetry in the distribu-
tion of frequencies. I propose to use the no-
tation ‘A z B’ to designate symmetric inter-
actions.

(12) A symmetrical dependency

a. AC AK

BC 33 17
BK 17 33

p ! 0.001

b. AC AK BC BK

AZB 33 33 AZB 33 33
AsB 17 17 AsB 17 17

p Z 0.17 (n. s.) p Z 0.17 (n. s.)

The replacement of the implicational uni-
versal with the notion of asymmetrical de-
pendency (as proposed here) poses a prob-
lem for the concatenation of such dependen-
cies (as used in implicational hierarchies, see
section 4.2.). The problem is that asymmetri-
cal dependencies are not necessarily transi-
tive (in the mathematical sense of the word).
Mathematical transitivity states that if a re-
lation holds between the pair (A, B) and the

(13) AC AK BC BK AC AK

BC 19 31 CC 48 31 CC 19 60
BK 2 48 CK 2 19 CK 2 19

p ! 0.0001 p ! 0.0001 p Z 0.09 (n. s.)

Table 40.1: A hypothetical distribution of three parameters A, B and C in a 100-language sample showing
an implicational hierarchy.

A C K K K C C K C Total AC Z 21
B C C K K K C C K Total BC Z 50
C C C C K K K K C Total CC Z 79

18 30 30 18 1 1 1 1

pair (B, C), then it also holds for the pair
(A, C). This is true for the material implica-
tion: if A / B and B / C, then also A /
C. However, this is not necessarily true for
the asymmetrical dependency: if A w B and
B w C, then A and C do not even have to
show a significant interaction! For example,
a hypothetical distribution of three param-
eters A, B and C in a 100-language sample
is shown in Table 40.1. This distribution is
traditionally interpreted as an implicational
hierarchy, based on the material implica-
tions (with a few counterexamples). As
shown in (13), the interactions A w B and
B w C are indeed statistically significant.
However, the interaction between A and C
is not significant at all.

Cysouw (2003a, 98K99) proposes a dif-
ferent analysis to capture the intuition of a
hierarchical distribution in Table 40.1 in a
statistically correct way. First, a statistical
analysis has to show a significant interaction
between the parameters A, B and C. Addi-
tionally, the frequencies of occurrence of the
three parameters in isolation (as shown in
the last column of Table 40.1) have to be
significantly different. Indeed, the occur-
rence of AC is significantly less then the oc-
currence of BC, which is in turn signifi-
cantly less than the occurrence of CC, viz.
21 / 50 / 79. The significance of the dif-
ferences (i. e. that 21 is really significantly
smaller than 50, etc.) can be tested, for ex-
ample, by computing a confidence interval
around each frequency. These confidence in-
tervals should not overlap. The combination
of a significant three-way interaction and a
non-overlapping frequency cline can be in-
terpreted as a hierarchy A O B O C.

A different, and probably better, ap-
proach is to use log-linear modelling (e.g.
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Justeson/Stephens 1990). However, the de-
tails of how to use of such an approach for
typology have yet to be worked out. I did
some preliminary analyses which indicate
that only a very restricted set of results of a
log-linear analysis qualify as a hierarchy.
Only in case a model with maximally two-
way interactions suffices, and these two-way
interactions can be lineary ordered, then the
data can be said to be modelled by a hier-
archy. For example, in Justeson and Ste-
phens’ (1990) analysis of word order corre-
lations, they claim to need only two-way in-
teractions for a sufficiently good model.
(However, I have not been able to replicate
this claim using the data from Hawkins 1983:
288. In my analysis, various three-way inter-
actions were needed to arrive at a good fit.)
If this claim from Justeson and Stephens is
accepted, then the two-way interactions in
their best model can still not be ordered lin-
eary, so there is no hierarchy. The usage of
log-linear modelling indicates that hierar-
chies are rather unusual results, but it also
points towards more intricate models that
could be fruitfullly used in typology. This is
definitively an area that needs more investi-
gation.

4.4. Statistical testing
Although one might think that the collec-
tion of typological data will automatically
lead researchers to use statistical methods
for their evaluation, this is not what has hap-
pened. Statistical techniques are used inci-
dentally, but there has not been a general
acclaim for the need of such methods. An
early example of cross-linguistic cross-pa-
rameter statistical testing is found in Krupa/
Altmann (1966; see also Altmann/Lehfeldt
1973, 44K48). They investigated Green-
berg’s (1990 [1954/1960]) morphological pa-
rameters in a sample of 20 languages (unfor-
tunately heavily biased towards Indo-Euro-
pean). Correlating the various parameters,
they found remarkable dependencies be-
tween the parameters (cf. art. No. 58).

As early as 1979, Justeson and Stephens
started to look at statistical patterns in word
order typology. However, their results were
only (partly) published much later (Jus-
teson/Stephens 1990), and even then with-
out any influence on the developments in ty-
pology (their work has recently been
broughy back into attention by the discus-
sion in Croft 2003: 74K77)

Around 1980, various researchers again
started (independently from each other) to
use statistical methods to evaluate claims of
typological dependency. The first to use ba-
sic chi-square testing of Greenbergian-style
universals was Isaac Kozinsky in his 1979
Moscow dissertation (as cited in Testelets
2001, 314K316). However, this unpublished
and not widely known work did not have
any influence on other researchers. Around
the same time, Maddieson (1980, 59; 1984,
9) reports on a significant (though weak)
cross-linguistic correlation between the
number of consonants and the number of
vowels in a language. This result is heavily
criticised by Justeson and Stephens (1984)
using various statistical approaches to argue
that there is no such correlation. Also
around the same time, Perkins extensively
used various correlation coefficients to ar-
gue for correlations between linguistic struc-
ture and cultural complexity (starting with
his unpublished 1980 SUNY Buffalo disser-
tation, later published as Perkins 1988;
1992). From 1985 onward Fenk-Oczlon/
Fenk (1985; 1993; 1999) use statistical
methods to show correlations between the
size of syllables, words and sentences in a
sample of the world’s languages. In recent
years, statistical tests are used on an off-and-
on basis in the typological literature (mostly
non-parametric correlation or dependency
tests). For example, under Perkins’ influ-
ence, Bybee also started to use statistical
tests to evaluate cross-linguistic frequencies
(cf. Bybee et al. 1990; 1998).

The most extensive use of correlation sta-
tistics in typology to date is found in Nichols
(1992). She collected a large typological da-
tabase to investigate holistic claims made by
Klimov (Nichols 1992, 7K12). Nichols per-
formed numerous correlation tests between
the various characteristics of the 172 lan-
guages in her database. However, in her
brave attempt to substantiate all her typo-
logical claims with statistical tests, she some-
times forgets to recapitulate the validity of
using a statistical test. For example, she cor-
relates two parameters ‘complexity’ and
‘head/dependent proportions’ (data re-
peated here in Table 40.2). Nichols con-
cludes from these data (using a chi-square
test) that “head marking favors low com-
plexity and dependent marking favors high
complexity. Languages of low complexity
show a strong preference to place what little
morphology they do have on heads: 21 of
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Table 40.2.: Complexity and head/dependent type (adapted from Nichols 1992: 99). Expected values are
added between brackets.

Head/Dependent proportions Complexity levels

Low Moderate High

! 0.5 (head marking) 21 (31.1) 50 (35.4) 4 (3.5)
Z 0.5 3 (3.5) 5 (4.7) 4 (6.2)
O 0.5 (dependent marking) 10 (13.2) 41 (38.2) 34 (36.3)

Table 40.3: Affix order relative to basic word order (adapted from Siewierska & Bakker 1996: 150, Table
18). Expected values are added between brackets.

AO OA Both Total

V3 20 (23.3) 18 (12.1) 3 (5.6) 41
V2 20 (14.2) 1 (7.4) 4 (3.4) 25
V1 5 (5.7) 5 (2.9) 0 (1.4) 10
Free 2 (4.0) 2 (2.1) 3 (0.9) 7
Split 3 (2.8) 0 (1.5) 2 (0.7) 5

Total 50 26 12 88

these languages are in the head-marking
part of the range, and only ten in the de-
pendent-marking part” (Nichols 1992, 99).
However, she forgets that both parameters
are based on the same counts of head (H)
and dependent (D) constructions. Contrary
to Nichols’ interpretation, when the statisti-
cal expectation is computed from the under-
lying H and D values (shown in brackets in
the table, for computational details see Cy-
souw 2002, 74K81), it turns out that head
marking with low complexity (21 cases) is
clearly less common than expected (31.1
cases) and overall there is no significant de-
pendence whatsoever (�2 Z 11.3, p Z 0.18).

However dangerous the pitfalls of using
statistical analyses, it is still of major impor-
tance to check the statistically expected
values of any interaction claimed. Statistical
significance alone is never enough to qualify
an observation as interesting (see section
4.5.). Yet, interpreting numbers without
checking chance effects might lead to wrong
interpretations. Still, even basic significance
tests are not at all standard in typological
works. Many authors rely on frequencies
and proportions to make their argument. In
most cases, the argumentation is not as
strongly flawed as the preceding example
from Nichols. However, little mistakes can
be found regularly. For example, in a typo-
logical investigation of verb agreement,
Siewierska and Bakker claim that: “in both
V3 and V1 languages [but not in V2 lan-
guages, MC] AO and OA affixal order is

more or less evenly distributed” (Siewierska/
Bakker 1996, 150 italics added). Judging
from their data (repeated here in Table
40.3), AO and OA order in V3 and V1 lan-
guages are indeed roughly equally frequent,
though surely not evenly distributed. Siewi-
erska and Bakker fail to take into account
that there are many more cases of AO (50
cases) than OA (26 cases) in the complete
sample. The chance expectation (as added
between brackets in the table) reveals that
OA in V3 languages is much more frequent
than expected (actually 18 cases against ex-
pected 12.1) and AO in V3 languages is
slightly less frequent than expected (though
the deviation form expectation does not
seem to be significant here).

4.5. Dryer’s approach to significance
Dryer (especially 1989; 2003) opposes the
usage of traditional statistical measures (like
Fisher’s Exact) for typological data because
typological samples are often biased: “vari-
ous examples could be cited from the litera-
ture where conclusions are reached, often
with levels of statistical significance cited,
which can be shown to be artefacts of the
nonindependence of the languages in the
sample” (Dryer 1989, 265). One of the main
reasons for this nonindependence is the exis-
tence of strong macro-areal effects in the
distribution of linguistic features. These ef-
fects, whatever their origin, can distort
statistical measures. For example, the lan-
guages in Dryer’s database show a strongly
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significant interaction between the order of
adjective and noun, and the order of the
negative word and verb (Dryer 2003,
124K126), as shown in (14a). However, the
significance appears to be strongly influ-
enced by the languages of North America.
Removing this macro-area from the sample
results in the disappearance of the signifi-
cance, as shown in (14b).

(14) a. Whole world

NegV VNeg

AdjN 64 12
NAdj 81 43

p Z 0.0025

b. Whole world, excluding
North America

NegV VNeg

AdjN 40 12
NAdj 72 41

p Z 0.064 (n. s.)

Such effects led Dryer to reject non-para-
metrical statistical tests wholesale and de-
velop a different test for significance, based
on the assumption of independence of six
macro-areas (see also section 2.3.). This re-
action appears to be too strong (cf. Maslova
2003, 102 n. 2), If one finds statistical signifi-
cance, as in (14a), then it is indeed impor-
tant to check for areal effects (see section
4.6.), which might disqualify the significance.
However, interpreting numbers without
checking basic chance effects, as Dryer pro-
poses in his method, might lead to wrong in-
terpretations as well.

To illustrate Dryer’s procedure and some
possible problems with it, consider the data

Table 40.4: Order of noun and relative clause (reproduced from Dryer 1992: 86).

Africa Eurasia SEAsia&Oc Aus-NG NAmer SAmer Total

OV&RelN 5 11 2 2 3 3 26
OV&NRel 9 5 2 6 12 3 37
VO&RelN 0 0 1 0 0 0 1
VO&NRel 21 8 12 3 11 5 60

Table 40.5: Proportions of genera containing RelN languages (reproduced from Dryer 1992: 87).

Africa Eurasia SEAsia&Oc Aus-NG NAmer SAmer Average

OV .36 .69 .50 .25 .20 .50 .42
VO .00 .00 .08 .00 .00 .00 .01

in Table 40.4, describing the frequencies of
the order of verb and object (OV / VO),
crossed with the order of the noun and the
relative clause (NRel / RelN). This table uses
the layout favoured by Dryer, showing a box
around the highest frequency of the second
parameter (here: NRel / RelN) for each
macro-area. To be significant, the same pref-
erence should be attested in all six macro-
areas.

From these frequencies, there is a clear
preference for VO & NRel compared to
VO & RelN for all areas (cf. the last two
lines in Table 40.4). However, the situation
for the OV languages is not as obvious. To
argue for a consistent preference among
these frequencies, Dryer calculates the pro-
portions of RelN (Z RelN / RelN C NRel)
for both the OV languages and the VO lan-
guages (the results are shown here in Table
40.5). He then compares the values for each
macro-area and draws a box around the
highest proportion. Now it turns out that all
areas show the same preference after all.
Finally, Dryer calculates the average of the
proportions of all macro-areas (the last col-
umn in Table 40.5). By averaging propor-
tions instead of taken the proportion of the
average, any overrepresentation of macro-
areas is discounted (cf. ‘Simpson’s para-
dox’).

There are a few problems with this
method. First, by splitting up the sample, the
number of cases in each macro-area is often
too low to reach any significance by itself
(even in the extremely large samples that
Dryer is using). For example, when the data
from Table 40.4 are evaluated using Fisher’s
Exact (shown in Table 40.6), the complete
sample indeed shows a strong dependency
between OV and RelN (p ! 0.0001). How-
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Table 40.6: Statistical evaluation of the data from Table 4, correlating RelN with OV.

Africa Eurasia SEAsia&Oc Aus-NG NAmer SAmer Total

p Z 0.0062 0.0017 0.11 0.51 0.18 0.12 0.0000

Table 40.7: A hypothetical example of an areal breakdown, analysed following Dryer’s method.

Africa Eurasia SEAsia&Oc Aus-NG NAmer SAmer Total

AC, BC 5 1 2 2 3 3 16
AC, BK 9 15 2 6 12 3 47
AK, BC 0 0 1 0 0 1 2
AK, BK 2 2 3 3 2 5 17

BC/AC .36 .06 .50 .25 .20 .50 .31
BC/AK .00 .00 .25 .00 .00 .17 .07

ever, only Africa and Eurasia reach signifi-
cance by themselves (p Z 0.0062 and p Z
0.0017, respectively). All other macro-areas
do not show any significant interaction.
Note that Dryer is counting genera, which
will often consist of various languages of the
same type, so it might be the case that when
counting languages, significance can be
reached in other areas as well (yet, he ex-
plicitly rejects counting languages, see sec-
tion 2.3.).

Dryer acknowledges the possible lack of
significance of each single area. His method
only validates a result when all six areas
show the same preference (independently of
whether each area in itself reaches any sta-
tistical significance or not). He claims that
the chance of six independent areas showing
the same tendency is low enough to warrant
to significant observation. “The logic behind
this [method] is that there is only one
chance in [32] that all six areas will exhibit
a given preference” (Dryer 2003, 110). How-
ever, he adds a proviso:

“There are often situations in which one
area does not quite satisfy the test [.] As a
rule of thumb, I adopt the practice of tenta-
tively accepting a pattern as reflecting a real
linguistic preference if a type is more com-
mon in 5 out of the 6 areas, if the preference
for that type is quite strong in those other 5
areas, and if the greater number of genera
in the one exceptional area is by a relatively
small margin.” (Dryer 2003, 112K113).

So, the chances are not really 1 out of 32
(which amounts to p Z 0.031). Adding six
semi-consistent situations (one possibly ab-
errant case for each of the six areas) results
in validation for 7 out of 32 cases (which
amounts to p Z 0.22). This is far from

reaching any significance. To counter this
objection, Dryer adds the condition that the
relative frequencies are important (the pref-
erences in the five consistent areas have to
be ‘quite strong’ and the aberrant case is
only exceptional by a ‘relatively small mar-
gin’). In personal communication, Dryer ex-
plains that he has “calculated, under plausi-
ble interpretations, that allowing these cases
raises p to 0.04 from 0.03, not to 0.22.” How-
ever, throughout this method, Dryer rejects
interpreting the actual numbers: he only
looks whether a proportion is higher or
lower. But now, only if it is a close call, does
he acknowledge that there is a difference
between ‘strong preferences’ and ‘small
margins’. If such quantitative criteria are al-
lowed, then they should be used throughout,
as exemplified by the usage of Fisher’s Ex-
act above.

Simply looking for the highest propor-
tion, as Dryer proposes, is a rather crude
measure. It might even lead to wrong con-
clusions, because small differences already
count. In the case that all areas consistently
show only a small preference, Dryer’s
method might lead one to conclude that
there is an interaction, although statistically
speaking there is nothing going on. For ex-
ample, consider the hypothetical distribu-
tion as shown in Table 40.7. In this table, I
have changed the distribution from Table
40.4 only slightly (though deliberately into
the wrong direction to explain how things
could go wrong). The same preference is at-
tested in all six areas, showing a preference
for BK in both the AC and the AK lan-
guages. However, the proportions as re-
ported in the lower two lines of Table 40.7
show a clear preference for AC under con-
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dition of BC (cf. Table 40.5). Such a distri-
bution would lead Dryer’s method to the
conclusion that there is a significant implica-
tional universal A / B. However, taking the
numbers for the total sample, there is no sta-
tistically significant interaction at all, when
using Fisher’s Exact as measure (p Z 0.11).

Dryer is right in criticizing any ignorant
use of statistical measures in linguistic typol-
ogy. However, his own method K when fol-
lowed blindfolded K is just as prone to re-
sult in errors as a standard statistical test like
Fisher’s Exact. If one wants to interpret a
difference between numbers, whatever their
origin, it is always important to make sure
that any observed difference is not simply
due to chance. It is also of the uttermost im-
portance that typological correlations are in-
vestigated as to their areal distribution.
What is needed is both statistical signifi-
cance and areal independence, and these
two concepts do not exclude each other (cf.
Maslova 2000a, 328; 2003, 102 n. 2). Dryer’s
method, when handled with care, is a fine
approach that attempts to unify both these
desideratives into one calculation.

4.6. Areal analysis
Investigating the areal patterns in a typolog-
ical sample has not attracted much attention
in the literature. All approaches, to be de-
scribed shortly, only test effects in any pre-
established areal breakdown of the world’s
languages. In such a method, the world’s
languages are first divided into groups based
on geographical vicinity, and then these
groups are investigated as to internal con-
sistency. However, if no effect is found, there
might still be areal consistencies, which hap-
pen to be cross-sected by the boundaries of
the pre-established areal breakdown. The
most basic approach to investigate whether
there are any areal patterns at all is to plot
a parameter on a world map and look for
areal consistencies (cf. Haspelmath et al.
forthcoming). however, the biggest methodo-
logical problem that such a visual analysis of
areal patterns faces is to assess the chance
probabilities of an areal distribution. It is
not at all obvious which kind of areal distri-
bution would be expected based on chance
alone. Random distributions in space always
appear to show some clustering to the hu-
man eye. So, it might very well be the case
that the areal patterns attested are to a large
extent due to chance.

Perkins (1989) was the first to note that
areal patterns can be investigated statisti-
cally like any other parameter. He proposed
a kind of ANOVA to investigate the effects
of a given partition of the world’s languages
on any observed interaction of parameters.
Such an analysis can show an influence of
an areal partition on the interaction be-
tween linguistic parameters (see also section
2.3.). Dryer (1989) proposed a simpler test
(as described in the previous section), based
on the principle that any effect should be
found in all of the six macro-areas distin-
guished. A generalisation of Dryer’s test for
areal effects has been used by Nichols (1992,
187K188). Each worldwide effect should be
attested in all areas distinguished K though
Nichols allows for an error rate of p ! 0.05.
Assuming that the chances of dominance of
a particular feature in an area are binomially
distributed, Dryer’s test for areal independ-
ence becomes a goodness-of-fit test (see Ta-
ble 40.8 for some selected boundary values).
Nichols also reverses this test by looking at
the minimal number of departures required
for a divergence at p O 0.10, which she uses
as criterion to show that a particular param-
eter is areally skewed. The latest approach
to testing areal coherence is currently being
developed by D. Janssen and B. Bickel (first
results were presented in Bickel/Nichols
2003). They use randomization techniques
to evaluate whether two areally defined
groups of languages are significantly differ-
ent. This method is especially designed to
deal with groups that are strongly different
in size (e. g. to compare the languages in one
little area to the rest of the world). Such
situations makes traditional statistical tech-
niques unreliable.

Table 40.8: Distributions required for significance
on Dryer’s test (reproduced from Nichols 1992:
188).

No. of Maximum depar- Minimum depar-
areas tures allowed for tures required for

goodness-of-fit at divergence at
p ! 0.05 p O 0.10

12 2 4
10 1 3
8 1 2
6 0 2
5 0 2
3 not testable 1

Some investigators have used visual ap-
proaches to show areal patterns. Van der
Auwera (1998a, 1998c) uses an overlay of
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various typological isoglosses to make an
isopleth-map. He uses this method to inves-
tigate Sprachbund-sized areas, but the
method is also suitable for larger areas. The
method van der Auwera proposes is to start
from a particular language as the standard
and encircle those languages that share a
particular number of features with the
standard. The features themselves need not
be identical, only the number of parallels to
the standard language is important. The cir-
cumference lines thus do not mark identity
and are not isoglosses in the strict sense K
van der Auwera calls them isopleths. De-
pending on which language is the standard,
different maps will appear. Some of these
maps will show a geographical contiguous
cluster at a high number of features, other
maps will not show such clusters. As an ex-
ample, consider the map in Figure 40.4 (van
der Auwera 1998b, 122). This map is based
on twelve parameters, all related to phasal
adverbials in the languages of Europe. The
lines in this figure depict the isopleths sur-
rounding languages that share features on at
least ten out of the twelve parameters inves-

Fig. 40.4: Clustering of 10 or more phasal adverbial parameters, based on German, Danish, and
Bulgarian (reproduced from Van der Auwera 1998b: 122).

tigated. Only the strongest clusters are
shown, which happen to be the clusters that
arise when Danish, German and Bulgarian
are chosen as standards. The existence of
these clusters is explained by reference to
historical contingencies.

An ‘inverted isopleth’ method is em-
ployed by Cysouw (2002, 81K91), reanalys-
ing data from Nichols (1992). This method
visualises clusters of similar languages for a
chosen area, making it possible to observe
differences in the clustering between areas.
Some specimens of this visualisation are
shown in Figure 40.5. The lines in the pic-
tures encircle linguistic types that are
equally common in Nichols’ typology, show-
ing clear differences of typological clustering
in different areas. A problem with this visu-
alisation is that the data from Nichols are
interpreted as continuous parameters, which
they are not (cf. section 3.1.).

5. Conclusion

In the last decades, various quantitative
methods to capture the world’s linguistic di-
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versity have been employed in the field of
typology. None of them is flawless, but all
are sensible to a certain extent. I have at-
tempted to summarise the virtues and pit-
falls of these approaches, as used in this
flourishing branch of linguistic investigation.
The general conclusion is that there is no
method that will bring us the holy grail of
knowledge just automatically. Investigating
the world’s languages remains an enterprise
in which basic scientific methods like clearly
stated hypotheses, consistent argumenta-
tion, and careful judgment are more impor-
tant than fixed methods to be followed
blindfolded. The most important work re-
mains very basic: the detailed interpretation
of grammatical structures in various lan-
guages and the effort to devise parameters
that actually allow all those languages to be
compared. We are all well advised to follow
Plank’s scepticism towards fancy statistics:
“Nor am I persuaded that doing typology I
mostly ought to be doing applied statistics
and next to no grammar” (Plank 2003, 138).
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moderne morphologische Typologie), und
sprachtypologischen Forschungen zur Mor-
phologie bzw. zumeist Morphosyntax (dritte
Strömung: (funktionale) morphologische
Sprachtypologie). Als Übergang zwischen
den beiden letzteren kann die strukturalisti-
sche Typologie angesehen werden. Dieser
Aufsatz stellt in den folgenden Kapiteln
diese verschiedenen Strömungen dar K von
der klassischen morphologischen Typologie
bis hin zu Arbeiten, die als morphologisch,
quantitativ und typologisch charakterisier-
bar sind. Zunächst erfolgen einige termino-
logische Bemerkungen zu den Begriffen
Klassifikation und Typologie und eine Zu-
ordnung der Ansätze.

Die Begriffe Typologie und Klassifikation
werden häufig synonym verwendet, Leh-
mann (1988, 11 f.) unterscheidet jedoch
streng zwischen ihnen. Er versteht unter
Klassifikation eine Operation über einer
Menge von Gegenständen, durch welche
diese in mutuell disjunkte und gemeinsam
exhaustive Klassen eingeteilt werden. Dazu
sind ein oder mehrere Klassifikationskrite-
rien vonnöten, die gemäß dem Zweck der

Brought to you by | Philipps-Universitaet Marburg
Authenticated | 137.248.94.27

Download Date | 1/15/14 9:57 PM


