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Abstract

Ever since Greenberg’s (1963) seminal paper, the implicational universal has
been a standard tool for expressing typological generalisations. However, there
is a major statistical problem with this tool, and also with implicational hier-
archies, that has not attracted the attention that it deserves and that often leads
to erroneous interpretations of data suggestive of implicational relationships.
The problem is that a frequency in a sample that appears to be remarkably high
or low does not necessarily mean anything. The saliency of a frequency in a ty-
pological sample depends on the deviation from the statistical expectation, not
on the absolute number of occurrences. I will argue that implications should be
interpreted as bidirectional statistical correlations with skewed initial param-
eters. Assuming directionality of interaction, as suggested by the use of arrows
or other symbols expressing an asymmetry, is not warranted. However, some
implications can be seen as markedness clines by reinterpreting the relative
frequency of occurrence of the individual parameters.

Keywords: implication, hierarchy, methodology, statistics

1. The implicational universal

An implicational universal states a dependency between two logically inde-
pendent parameters. In the case of two parameters A and B, both having two
possible values, the salient feature for an implicational universal is that one
of the four logically possible combinations does not occur. A distribution as
shown in Table 1 is the ideal example of an implicational universal A → B
(Croft 1990: 47–49).
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Table 1. An implicational universal A → B

A

+ −
B

+ × ×
− Ø ×

However, in reality universals are based on empirically observed frequen-
cies, and such data have to be statistically evaluated.1 Statistically, it turns out
that there is no justification for an asymmetric dependency between the param-
eters in an implicational universal as is implied by the direction of the arrow.

Distributions as found in a typological sample should not be taken as ex-
act reflections of linguistic possibilities but should be interpreted as statistical
deviations from chance (Comrie 1989: 19–20; Cysouw 2002: 74–79; contra
Pericliev 2002). On this assumption, the absence (or near absence) of one par-
ticular combination of values is not sufficient to warrant a notable observation
– let alone an asymmetric dependency as expressed by an implication.2 I will
illustrate this problem with some distributional patterns found for various as-
pects of person marking systems as discussed in my thesis (Cysouw 2001:
168–169).3 These patterns show that something might look like an implica-

1. All statistical analyses given in this paper have a long scientific history. In fact, I do not present
anything new, I only apply some basic statistical insights to the field of typology. Statistical
awareness should be much more widespread in typology, which is, after all, an explicitly
empirical and very often even quantitative field of investigation.

2. I believe non-occurrence in typological samples to be accidental. Combinations that are not
attested, like (A+, B−) in Table 1, will be attested if more languages are investigated and/or
more languages would exist. The experience of a few decades of empirical typological re-
search shows us that non-trivial gaps in a series of theoretically possible types will eventually
be filled (Dryer 1997: 124–125).

3. In my thesis, devoted to the structure of person marking paradigms, one of the various char-
acteristics that I investigated was whether or not non-singular person marking shows any
syncretism. For example, such a syncretism could be identical marking for ‘we’ and ‘they’.
I was hoping to find other features that would correlate with the presence or absence of such
syncretisms. Playing around with the data, I divided the sample in two sets, one set with syn-
cretism (55 cases) and one set without (210 cases). At one point I found a difference. In the
set of 55 cases without syncretism, I found a distribution that suggested an implicational uni-
versal (the data are given in Table 2 in this paper). This implicational universal was not found
in the set of 210 cases with syncretism (the data are given in Table 3). The apparent universal
said that that if there is an inclusive/exclusive opposition then the paradigm is inflectionally
marked. I was stunned by this universal because it did not fit in with many other results that
I had already found. If anything, I had expected the opposite: an implicational universal be-
tween the presence of an inclusive/exclusive opposition and non-inflectional person marking.
When I looked again at the numbers in my sample, I recognized that the apparent universal
was a chimera – a recognition that lead to the present paper.
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tional universal, but is actually meaningless. Conversely, something that looks
like a meaningless distribution can sometimes be a significant effect that has to
be explained in a theory of linguistic structure.

The first distribution, as given in Table 2, comes close to the ideal case of ty-
pological textbooks: it yields a tetrachoric table with one (almost) empty cell.
This distribution might suggest an implication A → B, but this is an unwar-
ranted inference. The cell (A+, B−) is indeed almost empty, but the value for
this cell as expected by pure chance is also very low. Both A+ and B− are rel-
atively rare. The chance that the combination (A+, B−) will occur is thus also
very low. Calculating the chances, only 14 cases (= 25.5 % of the total 55) are
of type B− and only 12 cases (= 21.8% of the total 55) are of type A+. This
results in a chance expectation of 3.1 cases (= 0.255×0.218×55) for the com-
bination (A+, B−). The two cases that are attested are thus not indicative of an
almost empty cell. Two cases are roughly just as much as would be expected
from the distribution of the two parameters, already intrinsically skewed. The
intersection of the two parameters does not show any supplementary depen-
dency.

The same calculations are performed for the other cells in Table 2. In Table
3, the resulting frequencies are shown as expected by chance alone. The devi-
ation of these expectations from the actual values is added in parentheses. The
deviation is 1.1 in all cases, being positive in one diagonal, but negative in the
other. For a 2× 2 table, it is always the case that the deviations are the same in
all cells, except for the plus/minus sign. This can easily be acknowledged by
realising that the sum of the deviations has to be zero for every row and col-
umn in the table. The deviation from expectation is thus always symmetrically
distributed in a 2 × 2 table. This means that any interaction between the two
parameters in a 2 × 2 table is also always symmetrical. If there is only a slight
deviation from chance, this might be purely accidental.

There are various statistical measures that can be used to show whether or
not there is a real dependency between A and B. In the case of a 2 × 2 table,
Fisher’s Exact test can best be used.4 This test gives a value between 0 and
1 that expresses how likely it is for the distribution to be the result of pure
chance. The higher the value, the more likely it is to be the result of chance.
In the distribution as shown in Figure 2, a two sided Fisher’s Exact gives a

4. Fisher’s Exact test is calculated by the following formula, in which a1, a2, a3, and a4 are the

four cells in a 2× 2 table: (a1+a2)!·(a3+a4)!·(a1+a3)!·(a2+a4)!
(a1+a2+a3+a4)!·a1!·a2!·a3!·a4!

. It is also possible to use a

χ2-test, but this test is normally not used for distributions that have cells with a frequency of
less than five. However, in the case of tables that are larger than 2 × 2, Fisher’s Exact cannot
be used, so one has to resort to a χ2-test. It is currently not clear which test can best be used
when there are empty cells in larger tables. D. Jannssen (p.c.) suggest that the χ2-test might
be more robust than often assumed, also in the case of (almost) empty cells.
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Table 2. An apparent implication A → B, but actually there is no interaction

A

+ − total

B
+ 10 31 41

− 2 12 14

total 12 43 55

Table 3. The statistically expected values for the data from Table 2

A

+ − total

B
+ 8.9 (+1.1) 32.1 (−1.1) 41

− 3.1 (−1.1) 10.9 (+1.1) 14

total 12 43 55

Table 4. An apparently meaningless distribution, but actually there is a significant in-
teraction

A

+ − total

B
+ 61 42 103

− 44 63 107

total 105 105 210

chance of 0.71, which means that the odds are seven to ten that this distribution
is due to pure chance. This chance is so high that this distribution is useless for
a theory of linguistic structure.

The opposite situation is attested in a distribution as shown in Table 4. No
meaningful interaction between A and B appears to exist as all four cells in
the table are filled with a high number of cases. However, Fisher’s Exact test
gives a chance of 0.013 for this distribution, meaning that the odds are about
one to one hundred for such a distribution to occur. It is thus highly unlikely
for this distribution to be the result of chance. In this case, the intersection of
the two parameters shows a significant interaction that has to be explained.
On closer inspection, it can be observed that the combinations on the top-left
to bottom-right diagonal are clearly more frequent than the combinations on
the other diagonal, although the totals of the rows and columns suggest that
by chance all cells should have been equally common. Calculating like above,
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the deviation from chance is +9.5 for the cells in the top-left to bottom-right
diagonal and −9.5 for the cells in the other diagonal. This difference between
the two diagonals is the phenomenon to be explained.5

To summarise, it is not enough for one cell to be empty for there to be a
distribution that is of linguistic interest (cf. Table 2). Nor is it necessary for
any cell to be empty for there still to be an interaction that has to be explained
(cf. Table 4). Whether there is an interaction between parameters should be
checked by testing its significance as, for example, identified by Fisher’s Ex-
act (cf. Dryer 1997: 141–143). If there is a significant interaction in the data,
it is always bidirectional A ↔ B and never unidirectional like an implication
A → B (cf. the symmetric deviation from chance in Table 3). Finding exactly
one empty cell, as for ideal implicational universals, is not the result of a in-
teraction between A and B but of a skewing of both parameters A and B in
isolation.

Thus, the implicational universal should not be used as a tool for the analysis
of typological data for two reasons. First, this notion implies a unidirectional
dependency between parameters that cannot be extracted from the data. Sec-
ond, the emphasis on implicational universals wrongly values a (significant
interaction in a) distribution with one empty cell as more important than a (sig-
nificant interaction in a) distribution without any empty cells.

2. The implicational hierarchy

The implicational hierarchy is an extension of the implicational universal, and
therefore the same statistical problems are encountered. I will argue that hier-
archies as used in typology are significant interactions between the endpoints
of the hierarchy. The apparent intermediate cline is a result of the asymmetric
distribution of the individual variables.

An implicational hierarchy consists of “a ‘chain’ of implicational universals,
so that the implicatum of the first universal is the implicans of the second, the
implicatum of the second universal is the implicans of the third, and so on”
(Croft 1990: 96–98). A set of chained universals is shown in (1a). Such a chain
is not equivalent (in the mathematical sense) to the chain as shown in (1b).
The logically accurate way to formulate an implicational hierarchy is shown in
(1c). As this notation is rather cumbersome and uninformative, a hierarchy will
normally be summarised by using another symbol instead of the implicational
arrow, as shown in (1d). Finally, another equivalent way to depict a hierarchy
is the matrix in (1e).

5. A different approach to show that a distribution without empty cells can be linguistically
meaningful is the relation between OV/VO and the position of the article relative to the noun,
as discussed by Dryer (1989: 273; 1992: 103–104).
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(1) a. A → B
B → C
C → D

b. A → (B → (C → D))

c. (A → B) ∧ (B → C) ∧ (C → D)

d. A > B > C > D

e. A B C D
type 1: + + + +
type 2: − + + +
type 3: − − + +
type 4: − − − +
type 5: − − − −

The matrix in (1e) shows that five different types of languages are attested
(out of 24 = 16 logically possible types). The parameter settings intuitively
reveal the hierarchical structure. This final presentation of a hierarchy is visu-
ally appealing and most directly insightful, and will therefore be used for the
discussion below.

The statistical problems with the concept of the implicational hierarchy will
again be illustrated with distributional patterns as described in my thesis
(Cysouw 2001: 178).6

The frequencies of four parameters observed in a sample of 265 languages
are summarised in Table 5. This distribution shows a classic case of an im-
plicational hierarchy. There are five combinations of parameter settings that
are clearly more common than the other logical possibilities (numbered 1 to
5 in Table 5), and these five combinations show an implicational hierarchy
as explained in (1e) above. I also analysed the hierarchy as a combination of
three implicational universals, as per (1a), and all three universals individually
showed a significant interaction (Cysouw 2001: 176–178, p ≤ 0.001 for each
interaction). I interpreted the occurrence of three minor types (numbered 6 to
8 in Table 5) as belonging to a secondary hierarchy, strengthening the exis-
tence of a directional dependency between the four parameters. However, this

6. The positive values of the four parameters in this hierarchy represent the following character-
istics:
(A) no syncretism in singular person marking
(B) no syncretism in non-singular person marking
(C) inclusive vs. exclusive person marking
(D) minimal inclusive vs. augmented inclusive
One might expect that C+ is necessarily implied by D+, but there is one counterexample to
this implication in my sample (see case 9 in Table 5). This case indicates that this implication
is not necessary, though highly significant.
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Table 5. An apparent implicational hierarchy A > B > C > D

A B C D observed
frequencies

1 + + + + 26
2 − + + + 78
3 − − + + 99
4 − − − + 20
5 − − − − 21

6 + − + + 3
7 − + − + 12
8 − − + − 4

9 + − − + 1
10 − + + − 0
11 + + − + 0
12 + − + − 0
13 − + − − 0
14 + + + − 1
15 + + − − 0
16 + − − − 0

total + 31 (11.7 %) 117 (44.2 %) 211 (79.6 %) 239 (90.2 %)
total − 234 (88.3 %) 148 (55.8 %) 54 (20.4 %) 26 (9.8 %)

total 265 265 265 265 265

interpretation is statistically incorrect. As argued above, it is not the absolute
frequency that should be interpreted, but the deviation from the frequency as
expected by pure chance.

In Table 6 various measures have been computed to evaluate the frequen-
cies from Table 5. The second column of Table 6 presents the expectation of
each parameter setting on the basis of pure chance. These values have been
computed on the basis of the frequencies of occurrence of the four param-
eters A, B, C, and D in isolation. For example, considered in isolation, pa-
rameter A is positive in 11.7 % and negative in 88.3 % of all 265 cases, as
shown at the bottom of Table 5. Using the individual distributions of all four
parameters, the expected value of each parameter setting can be calculated. For
example, the expected frequency of the sixth combination in the table (A+,
B−, C+, D+) is 12.4. This value is calculated by multiplying the chance of
occurrence of the individual parameter settings with the total of 265 cases
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Table 6. Statistical expectations and deviations form expectation for the hierarchy in
Table 5

statistically
expected

frequencies

deviation
from

expectation

standard-
deviation

from expectation

deviation/
standard-
deviation

1 9.8 +16.2 3.1 +5.2
2 74.2 +3.8 7.3 +0.5
3 93.8 +5.2 7.8 +0.7
4 24.0 −4.0 4.7 −0.9
5 2.6 +18.4 1.6 +11.5

6 12.4 −9.4 3.4 −2.8
7 19.0 −6.0 4.2 −1.4
8 10.2 −6.2 3.1 −2.0

9 3.2 −2.2 1.5 −1.5
10 8.1 −8.1 2.8 −2.9
11 2.5 −2.5 1.6 −1.6
12 1.4 −1.4 1.2 −1.2
13 2.1 −2.1 1.4 −1.5
14 1.1 −0.1 1.0 −0.1
15 0.3 −0.3 0.5 −0.6
16 0.3 −0.3 0.5 −0.6

(12.4 = 0.117×0.558×0.796×0.902×265). The actually attested three cases
are thus clearly less than expected (contrary to the interpretation in my thesis).
The deviation from the statistical expectation is shown in the third column of
Table 6. These values appear to corroborate the existence of the hierarchy to
some extent. The only frequencies attested that are above expectation by pure
chance are part of the hierarchy (types 1, 2, 3, and 5, given in boldface in
Table 6). However, one type of the hierarchy (type 4) is less common than ex-
pected by pure chance alone. Also, types 6, 7, and 8, which I analysed as a
secondary hierarchy, are all clearly less common than expected by chance.

But matters will get even worse. It has to be made explicit what “clearly more
common” or “clearly less common” mean. These intuitions can be evaluated
by considering the standard deviation. The standard deviation is a statistical
measure to evaluate the range of variation that is still within the limits of pure
chance. For the current case, the standard deviation is defined as

√
Np(1 − p),

where N is the total amount of cases (265) and p the expected chance of occur-
rence of a type. The exemplary type 6 has an expected chance of occurrence p
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Table 7. The apparent hierarchy from Table 5, ordered by the relative deviation from
the statistical expectation

A B C D deviation/standard deviation

1 + + + + +5.2
more common than expected5 − − − − +11.5

2 − + + + +0.5
3 − − + + +0.7
4 − − − + −0.9

no significant deviation from expectation
14 + + + − −0.1
15 + + − − −0.6
16 + − − − −0.6

9 + − − + −1.5
10 − + + − −2.9

6 + − + + −2.8
7 − + − + −1.4 less common than expected
8 − − + − −2.0

11 + + − + −1.6
12 + − + − −1.2
13 − + − − −1.5

of 0.0468 (= 12.4/265) and thus a standard deviation of 3.4. As a general rule
of thumb, the actual deviation from the expectation has to be greater than two
times the standard deviation for it to be statistically significant.7 This means
for type 6 that every frequency within a range of 6.8(= 2 × 3.4) from the ex-
pected frequency 12.4 is no significant deviation, hence every actual frequency
between 5.6 and 19.2 is still within the limits of chance. Type 6 was actually
attested in three cases, which is thus significantly less than expected by chance.
In the last column of Table 6, the ratio of the deviation by the standard devia-
tion is shown. Only those ratios that are larger than 2 or smaller than −2 are
significant deviations from expectation. Note that only the first and the last type
of the hierarchy (types 1 and 5) show a significant positive deviation. The in-
termediate steps on the hierarchy do not show a deviation that is significantly
different from the chance expectation.

7. Roughly speaking, this amounts to saying that the chances for the deviation are less that 5 %.
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A better way to interpret the apparent hierarchy is shown in Table 7. The
sixteen parameter settings from Table 5 are here ordered according to the rela-
tive strength of the deviation from the expected frequency. The first two types
(with only pluses or only minuses) are the only ones that are clearly more com-
mon than expected. This indicates that the four parameters A, B, C, and D
show an interaction, although there is no direction of interaction. The next six
types remain within the limits of just one standard deviation from the expected
frequency. This means that these types are attested just as often as one would
expect on the basis of pure chance. The first three of these six types are pre-
cisely the intermediate cases of the implicational hierarchy, and the other three
the intermediate cases of the opposite hierarchy. The fact that all these cases do
not deviate from chance strengthens the observation that there is no directional-
ity in the interaction of the four parameters. The remaining parameter settings
all show a more or less significant negative deviation from chance.

Statistical tests, like that described in this section, should always be per-
formed to interpret frequencies.8 In some cases, hierarchies will pass the statis-
tical test. However, experimenting with other hypothetical frequency distribu-
tions strongly suggests that the above conclusions very often hold for data that
would traditionally be interpreted as an implicational hierarchy. In almost all
hypothetical distributions that I have tested, an apparent hierarchy could only
be interpreted statistically as a significant interaction between the endpoints of
the hierarchy. The stages in between these endpoints occurred roughly as often
as would be expected by pure chance.

3. From hierarchy to markedness

Among all possible statistically significant interactions, there is something spe-
cial about those distributions that are traditionally interpreted as implicational
universals and implicational hierarchies.

Looking back at the example given in Table 5, a frequency cline can be
found at the bottom of this table. As repeated in (2a) below, the frequency of
A+ in the complete sample is less than the frequency of B+, which is in turn
less frequent than C+, which is in turn less frequent than D+. The existence
of this hierarchy of frequency is not accidental. Every distribution that would

8. In discussing this paper with a few statisticians, many other possible statistical tests were
suggested to me. D. Janssen suggested using partial c2-tests and trend tests and R. van Hout
suggested using Mokken scales with Green and Loevinger coefficients. First comparisons
indicated that there are no big differences between the results of these tests for the interpre-
tation of the frequencies as discussed in this paper. However, future comparison of the many
possible statistical tests has to decide which of them are best used in typology.
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traditionally have been interpreted as an implicational hierarchy shows such a
frequency hierarchy.9

(2) a. A+ < B+ < C+ < D+
31 cases 117 cases 211 cases 239 cases

b. range: 21–41 range: 101–133 range: 199–224 range: 230–248
(st.dev. = 5.2) (st.dev. = 8.1) (st.dev. = 6.6) (st.dev. = 4.8)

It is important to note the difference between the hierarchy in (2a) and the
alleged implicational hierarchy from Table 5. The hierarchy in (2a) simply says
that D+ is more frequent than C+, which in turn is more frequent than B+,
which in turn is more frequent than A+. It does not say anything about the rel-
ative interaction between these parameters. However, if the parameters show
a significant interaction (and this is a necessary condition), then the relative
frequency of their occurrence can be interpreted as relative markedness. Low
frequency is generally seen as an indication of high markedness, hence the hi-
erarchy in (2a) reflects a markedness cline: A is more marked than B, which
in turn is more marked than C, which in turn is more marked than D (cf. Croft
1990: 84–89). Of course, all differences in frequency on this markedness cline
have to be tested for their significance. This test is shown in (2b). For each
frequency, the standard deviation is calculated, and then a range of 2 times the
standard deviation around each frequency is computed. These ranges should
not overlap (which indeed they do not in this case) for them to be significantly
different stages on the markedness cline. This is an extremely strong test, mean-
ing that only strong markedness clines will pass this statistical test. However,
my impression is that frequency distributions that would be interpreted by ty-
pologists as a hierarchy will indeed show such an extreme markedness cline.

To summarise, implicational hierarchies are a special kind of significant in-
teractions, namely such interactions in which the frequency of the parameters
in isolation shows a markedness cline. The same holds for implicational uni-
versals, as they are implicational hierarchies with only two parameters.

4. Conclusion

A skewed distribution is an observation that should be explained; it is no ex-
planation in itself (Nichols 1992: 42). In this sense, an implicational universal
in itself does not mean anything – it is an observation that has to be interpreted.
In this paper, I have summarised various problems and pitfalls with such inter-
pretations.

9. This is easily shown by considering a hierarchy as a strong prominence of the parameter
settings as shown in (1e). If these five types are common, then B+ is more common than A+
because of the common occurrence of type 2. C+ is more common than B+ because of the
ubiquity of type 3, and so on.
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First, absolute frequencies have to be compared with values as expected by
pure chance. This implies that an unattested type is not necessarily unusual, let
alone impossible. Conversely, a commonly attested type does not necessarily
ask for an explanation: only if there is a significant deviation from expected val-
ues has this deviation to be explained in a theory of linguistic structure. Second,
as there are only (significant) interactions, this implies that no justification ex-
ists to deduce from data any unidirectional dependency between parameters. A
significant interaction is always bidirectional. Third, the focus of typologists on
finding implicational universals (with exactly one zero in any of the parameter
settings) is misguided because there are other equally interesting (because also
significantly skewed) distributions that cannot be expressed as implications.

For these reasons, I propose not to use the implicational universal anymore,
but only tests of statistical significance. However, the traditional implicational
universal and implicational hierarchy belong to a special class among all pos-
sible significant interactions. This special class is characterised by a frequency
cline in the occurrence of the individual parameters. Because the parameters
show a significant interaction, this frequency cline can be interpreted as a
markedness cline. So, the proper way to analyse a (significant) implicational
universal as in (3a) is shown by the two conjoined statements in (3b).

(3) a. If A then B
b. A and B show a significant interaction,

and A is more marked than B
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A case for implicational universals
by ELENA MASLOVA

In his paper “Against implicational universals” (2003), Michael Cysouw argues
that the class of typological phenomena referred to as implicational universals
cannot be established by the analysis of statistical data. On the one hand, the
canonical defining feature of an implicational universal A → B – that is, ex-
actly one empty (or nearly empty) cell [+A,−B] in the tetrachoric table that
cross-classifies a representative sample S according to parameters A and B – is
not a reliable criterion for ANY type of interaction between parameters, since
it does not guarantee that the parameters involved are not independent in the
first place.1 On the other hand, if the hypothesis of independence is rejected by
a reliable statistical test – that is, the number of languages in the cell [+A,−B]
is not only close to zero, but also LESS THAN EXPECTED under the hypoth-
esis of independence –, then the number of languages in the “diagonal” cell

1. In this paper, I use the canonical concept of independent events: events A and B are INDE-
PENDENT if the probability p(A,B) of A and B occurring together is equal to the product
of probabilities p(A) and p(B). This is equivalent to saying that the conditional probability
p(A|B) of A under the condition that B occurs is equal to the conditional probability p(A|−B),
hence, to the unconditional probability p(A). In the present context, A and B are values of bi-
nary linguistic parameters, so such parameters are independent if and only if A and B are
independent. The notion of INDEPENDENT LANGUAGES, as commonly used in the typolog-
ical literature, is only remotely related to this concept; it is not invoked in the present paper.
A dependency between linguistic parameters, in the sense defined above, can be established
only with regard to a given population W of languages (which can be the total set of mod-
ern languages, languages of one geographical area, a population containing a single language
from each genetic group of a given time depth, etc.). It is clear that the plausibility of possible
INTERPRETATIONS of such dependencies depends on the properties of W; this problem is not
discussed in the present paper (see, however, Footnote 2).


